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Abstract. Micropolar equations, modeling micropolar fluid flows, consist of

coupled equations obeyed by the evolution of the velocity u and that of the mi-
crorotation w. This paper focuses on the two-dimensional micropolar equations
with the fractional dissipation (−∆)αu and (−∆)βw, where 0 < α, β < 1. The

goal here is the global regularity of the fractional micropolar equations with
minimal fractional dissipation. Recent efforts have resolved the two borderline
cases α = 1, β = 0 and α = 0, β = 1. However, the situation for the general
critical case α + β = 1 with 0 < α < 1 is far more complex and the global

regularity appears to be out of reach. When the dissipation is split among the
equations, the dissipation is no longer as efficient as in the borderline cases and
different ranges of α and β require different estimates and tools. We aim at the
subcritical case α + β > 1 and divide α ∈ (0, 1) into five sub-intervals to seek

the best estimates so that we can impose the minimal requirements on α and
β. The proof of the global regularity relies on the introduction of combined
quantities, sharp lower bounds for the fractional dissipation and delicate upper
bounds for the nonlinearity and associated commutators.
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1. Introduction. Micropolar equations, derived in 1960’s by Eringen [14, 15], gov-
ern the motion of micropolar fluids. Micropolar fluids are a class of fluids with mi-
crostructures such as fluids consisting of bar-like elements and liquid crystals made
up of dumbbell molecules (see, e.g., [9, 13, 25, 27]). They are non-Newtonian fluids
with nonsymmetric stress tensor. The micropolar equations take into account of the
kinematic viscous effect, microrotational effects as well as microrotational inertia.
The 3D micropolar equations are given by

∂tu+ u · ∇u− 2κ∇× w +∇π = (ν + κ)∆u,

∇ · u = 0,

∂tw + u · ∇w + 4κw − 2κ∇× u = γ∆w + µ∇∇ · w,

(1.1)

where u = u(x, t) denotes the fluid velocity, w(x, t) the field of microrotation repre-
senting the angular velocity of the rotation of the fluid particles, π(x, t) the scalar
pressure, and the parameter ν denotes the kinematic viscosity, κ the microrotation
viscosity, and γ and µ the angular viscosities. The 3D micropolar equations reduce
to the 2D micropolar equation when

u = (u1(x1, x2, t), u2(x1, x2, t), 0), w = (0, 0, w3(x1, x2, t)), π = π(x1, x2, t).

More explicitly, the 2D micropolar equations can be written as
∂tu+ u · ∇u− 2κ∇× w +∇π = (ν + κ)∆u,

∇ · u = 0,

∂tw + u · ∇w + 4κw − 2κ∇× u = γ∆w,

(1.2)

where we have written u = (u1, u2) and w for w3 for notational brevity. Here and
in what follows,

Ω = ∇× u =
∂u2
∂x1

− ∂u1
∂x2

, ∇× w =

(
∂w

∂x2
,− ∂w

∂x1

)
.

In addition to their applications in engineering and physics, the micropolar equa-
tions are also mathematically significant due to their special structures. The well-
posedness problem on the micropolar equations and closely related equations such
as the magneto-micropolar equations have attracted considerable attention recently
and very interesting results have been established ([7, 10, 12, 11, 16, 23, 30, 31, 33]).
Generally speaking, the global regularity problem for the micropolar equations is
easier than that for the corresponding incompressible magnetohydrodynamic equa-
tions and harder than that for the corresponding incompressible Boussinesq equa-
tions.

Recent efforts are focused on the 2D micropolar equations with partial dissipa-
tion. When there is full dissipation, the global well-posedness problem on (1.2) is
easy and can be solved similarly as that for the 2D Navier-Stokes equations (see,
e.g., [3, 4, 6, 28]). When there is only partial dissipation, the global existence and
regularity problem can be difficult. Due to recent efforts, the global regularity for
several partial dissipation cases have been resolved. In [12] Dong and Zhang ob-
tained the global regularity of (1.2) without the micro-rotation viscosity, namely
γ = 0. For (1.2) with ν = 0, γ > 0, κ > 0 and κ ̸= γ, Xue obtained the global
well-posedness in the frame work of Besov spaces [30]. Very recently, Dong, Li
and Wu [11] proved the global well-posedness of (1.2) with only angular viscosity
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dissipation. [11] makes use of the maximal regularity of the heat operator and in-
troduces a combined quantity to obtain the desired global bounds. In addition, [11]
also obtains explicit decay rates of the solutions to this partially dissipated system.

This paper aims at the global existence and regularity of classical solutions to
the 2D micropolar equations with fractional dissipation

∂tu+ u · ∇u+ (ν + κ)Λ2αu− 2κ∇× w +∇π = 0,

∇ · u = 0,

∂tw + u · ∇w + γΛ2βw + 4κw − 2κ∇× u = 0,

(1.3)

where 0 < α, β < 1 and Λ = (−∆)1/2 denotes the Zygmund operator, defined via
the Fourier transform

Λ̂αf(ξ) = |ξ|α f̂(ξ).
Clearly, (1.3) generalizes (1.2) and reduces to (1.2) when α = β = 1. Mathemati-
cally (1.3) has an advantage over (1.2) in the sense that (1.3) allows the study of a
family of equations simultaneously. Our attempt is to establish the global regularity
of (1.3) with the minimal amount of dissipation, namely for smallest α, β ∈ (0, 1).
As aforementioned, the two endpoint cases, α = 1 and β = 0, and α = 0 and β = 1
have previously been resolved in [12] and [11], respectively. The global regularity for
the general critical case when 0 < α, β < 1 and α+ β = 1 appears to be extremely
challenging.

When α + β = 1, the dissipation is not sufficient in controlling the nonlinearity
and standard energy estimates do not yield the desired global a priori bounds on
the solutions. Due to the presence of the linear derivative terms ∇×w and ∇×u in
(1.3), we need α+ β > 1 even in the proof of the global L2-bound for the solution.
It does not appear to be possible to bound the nonlinear terms when we estimate
the Sobolev norms of the solutions in the critical or supercritical case α + β ≤ 1.
This paper focuses on the subcritical case α+ β > 1, but we intend to get as close
as possible to the critical case α+ β = 1. We are able to prove the following global
existence and regularity result for (1.3).

Theorem 1.1. Assume (u0, w0) ∈ Hs(R2) with s > 2 and ∇ · u0 = 0. If α, β ∈
(0, 1) satisfy

β



> 1− 2α2, 0 < α ≤ 1

6
;

≥ 1− α

3
,

1

6
≤ α ≤ 3

4
;

≥ 3

2
− α,

3

4
≤ α ≤ 7

8
;

≥ 5(1− α),
7

8
≤ α ≤ 39

40
;

>
1− α+

√
α2 − 4α+ 3

2
,

39

40
≤ α < 1,

(1.4)

then the fractional 2D micropolar equation (1.3) has a unique global regular solution
(u,w) satisfying

u ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+α(R2));

w ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+β(R2)).
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Even though Theorem 1.1 requires α + β > 1, we have made serious efforts
towards the critical case α+β = 1. We divide α ∈ (0, 1) into five different subranges
to seek the best estimates so that we can impose the minimal requirements on α
and β. As we can tell from (1.4), α+ β is close to the critical case when either α is
close to 0 or close to 1. Figure 1 below depicts the regions of α and β for which the
global regularity is established in Theorem 1.1.

Figure 1. Regularity region

We briefly summarize the main challenge for each subrange and explain what we
have done to achieve the global regularity. Here and in what follows, we set the
viscosity coefficients ν = κ = γ = 1 for simplicity. In order to prove Theorem 1.1,
we need global a priori bounds on the solutions in sufficiently functional settings.
More precisely, if we can show, for any T > 0,∫ T

0

∥(∇u(t),∇w(t))∥L∞ dt <∞, (1.5)

then Theorem 1.1 would follow from a more or less standard procedure. For any
α ∈ (0, 1) and α+β > 1, the L2-norm of (u,w) is globally bounded (see Proposition
2.2). The next natural step is to obtain a global H1-bound for (u,w). We invoke
the equation of the vorticity Ω ≡ ∇× u,

∂tΩ+ (u · ∇)Ω + 2Λ2αΩ+ 2∆w = 0. (1.6)
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For 0 < α < 3
4 , we need to estimate ∥Ω∥L2 and ∥Λ2β−1w∥L2 simultaneously in

order to bound the coupled terms. The index 2β − 1 is chosen to minimize the
requirement on β, which turns out to be

β ≥ 1− α

3
. (1.7)

More regular global bound can be obtained for w,

∥Λα+βw(t)∥2L2 +

∫ t

0

∥Λα+2βw(s)∥2L2ds ≤ C(t, ∥(u0, w0)∥Hs),

which, due to α + 2β > 2, implies ∇w ∈ L1
tL

∞
x for all t > 0. However,, it appears

impossible to derive (1.5) from the vorticity equation (1.6) due to the presence of
the term ∆w. We overcome this difficulty by considering the combined quantity

Γ = Ω + 2Λ2−2βw,

which satisfies

∂tΓ + u · ∇Γ + 2Λ2αΓ = 4Λ2+2α−2βw − 8Λ2−2βw + 4Λ2−2βΩ− 2[Λ2−2β , u · ∇]w.

The equation of Γ eliminates the term ∆w from the vorticity equation and makes
it possible to estimate the Lq-norm of Γ. In fact, by making use of sharp lower
bounds for the dissipative term and suitable commutator estimates, we are able to
obtain the global bound for ∥Γ∥Lq for q satisfying

2 ≤ q <
2α

1− β
.

Due to the regularity of w, we obtain a global bound for ∥Ω∥Lq as a consequence.
By further assuming

β > 1− 2α2, (1.8)

we are able to show that

∥Λ2u(t)∥2L2 + ∥Λ2w(t)∥2L2 +

∫ t

0

(
∥Λ2+αu∥2L2 + ∥Λ2+βw∥2L2

)
ds

≤ C(t, ∥(u0, w0)∥Hs),

which, especially, implies (1.5). (1.7) and (1.8) together yield the restriction on β
in (1.4) for 0 < α ≤ 3

4 .

For 3
4 ≤ α ≤ 7

8 and β ≥ 3
2 − α, we estimate the L2-norm of Ω and of Λ

1
2w

simultaneously to establish a global bound for both of them. With this global
bound at our disposal, we further establish global bounds for ∥Λ 3

2w∥L2 and ∥ΛΩ∥L2

and the corresponding bounds for w ∈ L2
tH

3
2+β and Ω ∈ L2

tH
1+α, which yield the

desired bound in (1.5). We remark that the estimates here actually hold for any
α ∈ (0, 1) and β ≥ 3

2−α. We restrict α to the range 3
4 ≤ α ≤ 7

8 in order to minimize
the assumption on β.

For 7
8 ≤ α < 1, it appears very difficult to obtain any global bounds beyond the

L2-norm for (u,w). The strategy here is to work with another combined quantity

Γ = Ω− Λ2−2αw,

which satisfies

∂tG+ u · ∇G+ 2Λ2αG+ 2Λ2−2αG

= Λ2+2α−2βw + 4Λ2−2αw − 2Λ4−4αw + [Λ2−2α, u · ∇]w.
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The advantage of the G-equation is that it removes ∆w from the vorticity equation.
For α and β satisfying

β ≥ 5(1− α), (1.9)

we are able to establish the global L2 bound for G, for any t > 0,

∥G(t)∥2L2 +

∫ t

0

∥ΛαG(s)∥2L2 ds ≤ C(t, ∥(u0, w0)∥Hs).

This global bound serves as an adequate preparation for the following global Lq-
bound for w, for any 2 ≤ q < 2β

1−α ,

∥w(t)∥qLq +

∫ t

0

∥w(s)∥q
L

q
1−β

ds+

∫ t

0

∥w(s)∥q
Ḃ

2β
q

q,q

ds ≤ C(t, ∥(u0, w0)∥Hs).

where Ḃ
2β
q

q,q denotes a homogenerous Besov space. More information on Besov spaces
are provided in the appendix. Making use of this Lq bound and further assuming
that α and β satisfy

2β2 − 2(1− α)β − (1− α) > 0 or β >
1− α+

√
α2 − 4α+ 3

2
, (1.10)

we obtain a global bound for ∥Ω∥L2 and ∥∇w∥L2 . To achieve (1.5), we further
bound ∥∇Ω∥L2 and ∥∆w∥L2 . (1.4) for 7

8 ≤ α < 1 is a combination of (1.9) and
(1.10).

As aforementioned, once the global bound in (1.5) is established, Theorem 1.1
can then be established following standard approaches. The rest of this paper is
divided into four sections and one appendix. Each one of the sections is devoted to
establishing the global a priori bounds for one of the three cases described above.
Section 5 outlines the proof of Theorem 1.1. The appendix provides the definitions
and related facts concerning the Besov spaces. In addition, we also supply the
details on several notations and simple facts used the regular sections.

2. The case for 0 < α ≤ 3
4 . For the sake of clarity, the proof of Theorem 1.1 is

split into three major cases. This section is devoted to the case when 0 < α ≤ 3
4 .

The aim here is to prove the global existence and regularity of solutions to (1.3)
when 0 < α ≤ 3

4 and β satisfies (1.4). More precisely, we prove the following
theorem.

Theorem 2.1. Consider (1.3) with

β


> 1− 2α2, 0 < α ≤ 1

6
;

≥ 1− α

3
,

1

6
≤ α ≤ 3

4
.

(2.1)

Assume (u0, w0) satisfies the conditions of Theorem 1.1. Then (1.3) possesses a
unique global solution satisfying, for any T > 0,

u ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+α(R2));

w ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+β(R2)).
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As aforementioned, the proof of Theorem 2.1 relies on suitable global a prior-
i bounds for the solutions. This section focuses on the necessary global a priori
bounds. These bounds are proved in Proposition 2.2, Proposition 2.6 and Proposi-
tion 2.7.

Proposition 2.2. Consider (1.3) with α and β satisfying β ≥ 1 − α
3 . Assume

(u0, w0) satisfies the conditions of Theorem 1.1 and let (u,w) be the corresponding
solution. Then (u,w) obeys the following global bounds, for any 0 < t <∞,

∥u(t)∥2L2 + ∥w(t)∥2L2 +

∫ t

0

(∥Λαu(s)∥2L2 + ∥Λβw(s)∥2L2)ds ≤ C, (2.2)

∥Ω(t)∥2L2 + ∥Λ2β−1w(t)∥2L2 +

∫ t

0

(
∥ΛαΩ(s)∥2L2 + ∥Λ3β−1w(s)∥2L2

)
ds ≤ C,(2.3)

∥Λα+βw(t)∥2L2 +

∫ t

0

∥Λα+2βw(s)∥2L2ds ≤ C, (2.4)

where C’s depend on t and ∥(u0, w0)∥Hs only (the explicit dependence can be found
in the proof). Especially, due to α + 2β > 2 according to (2.1), (2.4) implies, for
any T > 0, ∫ T

0

∥∇w(t)∥L∞ dt ≤ C(T, ∥(u0, w0)∥Hs). (2.5)

To prove Proposition 2.2, we recall the following classical commutator estimate
(see, e.g., [19], [20, p.334]).

Lemma 2.3. Let s > 0. Let 1 < r < ∞ and 1
r = 1

p1
+ 1

q1
= 1

p2
+ 1

q2
with

q1, p2 ∈ (1,∞) and p1, q2 ∈ [1,∞]. Then,

∥[Λs, f ]g∥Lr ≤ C
(
∥∇f∥Lp1 ∥Λs−1g∥Lq1 + ∥Λsf∥Lp2 ∥g∥Lq2

)
,

where C is a constant depending on the indices s, r, p1, q1, p2 and q2.

The following lemma can be found in [21, p.614].

Lemma 2.4. Let 0 < s < 1 and 1 < p <∞. Then

∥Λs(f g)− f Λsg − gΛsf∥Lp ≤ C ∥g∥L∞ ∥Λsf∥Lp .

The following lemma generalizes the Kato-Ponce inequality, which requires m to
be an integer (see, e.g., [21]). This lemma extends it to any real number m ≥ 2.
For the convenience of the readers, we provide a proof for this lemma.

Lemma 2.5. Let 0 < s < σ < 1, 2 ≤ m < ∞, and p, q, r ∈ (1,∞)3 satisfying
1
p = 1

q + 1
r . Then, there exists C = C(s, σ,m, p, q, r) such that∥∥|f |m−2f

∥∥
Lp + ∥Λs(|f |m−2f)∥Lp ≤ C∥f∥Bσ

q, p
∥f∥m−2

Lr(m−2) . (2.6)

Proof of Lemma 2.5. It is easy to see that, for 0 < s < σ and p, p̃ ∈ [1,∞]2,
the Besov space Bσ

p,p̃ is embedded in the Bessel potential space Lp
s (see, e.g., [17,

Chapter 1.3.1]), namely

∥g∥Lp
s
≡ ∥g∥Lp + ∥Λsg∥Lp ≤ C ∥g∥Bσ

p,p̃
≡ C (∥g∥Lp + ∥g∥Ḃσ

p,p̃
), (2.7)

where Bσ
p,p̃ and Ḃσ

p,p̃ denote the standard inhomogenerous and homogeneous Besov
spaces, respectively. Besov spaces and their properties are provided in the appendix.
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A short proof for (2.7) is also given in the appendix. Setting p̃ = p and invoking

the equivalence definition of Ḃσ
p,p in (A.3), we have

∥Λs(|f |m−2f)∥pLp ≤ C
∥∥|f |m−2f

∥∥p
Lp + C

∫
R2

∥|f |m−2f(x+ ·)− |f |m−2f(·)∥pLp

|x|2+σp
dx.

By the Hölder inequality,∥∥|f |m−2f
∥∥p
Lp ≤ ∥f∥pLq∥|f |m−2∥pLr = ∥f∥pLq∥f∥p(m−2)

Lr(m−2) .

Due to the simple inequality∣∣∣|a|m−2a− |b|m−2b
∣∣∣ ≤ C(m)|a− b|(|a|m−2 + |b|m−2)

and Hölder’s inequality,

∥|f |m−2f(x+ ·)− |f |m−2f(·)∥Lp ≤ C∥f(x+ ·)− f(·)∥Lq∥|f |m−2∥Lr

≤ C∥f(x+ ·)− f(·)∥Lq∥f∥m−2
Lr(m−2) .

Thus,

∥Λs(|f |m−2f)∥pLp ≤ C ∥f∥pLq∥f∥p(m−2)

Lr(m−2)

+C ∥f∥(m−2)p

Lr(m−2)

∫
R2

∥f(x+ ·)− f(·)∥pLq

|x|2+σp
dx

≤ C ∥f∥pLq∥f∥p(m−2)

Lr(m−2) + C ∥f∥(m−2)p

Lr(m−2)∥f∥pḂσ
q, p

≤ C ∥f∥(m−2)p

Lr(m−2)∥f∥pBσ
q, p
.

This completes the proof of (2.6).

We remark that, if we replace the Bessel potential space norm by the norm of

the Sobolev-Slobodeckij space W̃ s,p, the proof of Lemma 2.5 then implies∥∥|f |m−2f
∥∥
W̃ s,p ≤ C∥f∥Bs

q, p
∥f∥m−2

Lr(m−2) . (2.8)

In fact, (2.8) follows

∥g∥p
W̃ s,p

≈ ∥g∥pLp +

(∫
R2

∥g(x+ ·)− g(·)∥pLp

|x|2+sp
dx

)p

and combined with the rest of the proof for Lemma 2.5. The definition of W̃ s,p

and some embedding properties are given in the appendix. Here we also want to
remark that unfortunately, it is not clear whether the term ∥f∥Bs

q, p
of (2.8) can be

replaced by ∥f∥
W̃ s,q .

Proof of Proposition 2.2. Taking the L2 inner product of (1.3) with (u,w), we find

1

2

d

dt

(
∥u(t)∥2L2 + ∥w(t)∥2L2

)
+ 2∥Λαu(t)∥2L2 + ∥Λβw(t)∥2L2 + 4∥w(t)∥2L2

= 2

∫
R2

{(∇× w) · u+ (∇× u)w} dx

≤ 4∥Λαu∥L2∥Λ1−αw∥L2

≤ ∥Λαu(t)∥2L2 +
1

2
∥Λβw(t)∥2L2 + C∥w(t)∥2L2 ,
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where we have used the condition α + β > 1 in the last inequality as well as the
following facts, due to ∇ · u = 0,∫

R2

(u · ∇u) · u dx = 0 and

∫
R2

(u · ∇w) w dx = 0.

Applying Gronwall inequality gives, for 0 < t <∞,

∥u(t)∥2L2 + ∥w(t)∥2L2 +

∫ t

0

(∥Λαu(s)∥2L2 + ∥Λβw(s)∥2L2)ds

≤ eCt
(
∥u0∥2L2 + ∥w0∥2L2

)
, (2.9)

which is (2.2). To prove (2.3) and (2.4), we apply ∇× to the first equation of (1.3)
to obtain the vorticity equation

∂tΩ+ (u · ∇)Ω + 2Λ2αΩ+ 2∆w = 0, (2.10)

where we have used −∇×∇×w = ∆w. Taking the inner product of (2.10) with Ω
and the inner product of third equation of (1.3) with Λ2(2β−1)w leads to

1

2

d

dt

(
∥Ω∥2L2 + ∥Λ2β−1w∥2L2

)
+ 2∥ΛαΩ∥2L2 + ∥Λ3β−1w∥2L2 + 4∥Λ2β−1w∥2L2

= 2

∫
R2

(
Λ2wΩ+ ΩΛ2(2β−1)w

)
dx−

∫
R2

[Λ2β−1, u · ∇]wΛ2β−1wdx

:= I1 + I2, (2.11)

where we have used the facts∫
R2

(u · ∇Ω)Ω dx = 0 and

∫
R2

(u · ∇Λ2β−1w)Λ2β−1w dx = 0.

To estimate I1, we integrate by parts and apply Hölder’s inequality, the Gagliardo-
Nirenberg inequality and Young’s inequality to obtain∫

R2

(
Λ2wΩ+ ΩΛ2(2β−1)w

)
dx

≤ ∥ΛαΩ∥L2∥Λ2−αw∥L2 + ∥Ω∥L2∥Λ2(2β−1)w∥L2

≤ ∥ΛαΩ∥L2(∥w∥
α+3β−3
3β−1

L2 ∥Λ3β−1w∥
2−α
3β−1

L2 ) + ∥Ω∥L2(∥Λβw∥
1−β
2β−1

L2 ∥Λ3β−1w∥
3β−2
2β−1

L2 )

≤ 1

2
∥ΛαΩ∥2L2 +

2

3
∥Λ3β−1w∥2L2 + C∥Ω∥2L2 + C∥w∥2L2 + C∥Λβw∥2L2

where we have used (2.1),

α+ 3β ≥ 3 and β < 2(2β − 1) < 3β − 1.

To estimate I2, we employ Hölder’s inequality and Sobolev’s inequality and invoke
Lemma 2.3 to obtain∫

R2

[Λ2β−1, u · ∇]wΛ2β−1wdx

≤
(
∥∇u∥L2∥Λ2β−1w∥Lq + ∥Λ2β−1u∥Lp1∥∇w∥Lq1

)
∥Λ2β−1w∥Lr

≤ ∥Ω∥L2∥Λ3β−1w∥L2∥Λβw∥L2

≤ C∥Ω∥2L2∥Λβw∥2L2 +
1

16
∥Λ3β−1w∥2L2 ,

where the indices are given by

q =
2

1− β
, r =

2

β
, p1 =

2

2β − 1
, q1 =

2

3(1− β)
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and they are so chosen to fulfill the requirements of the Sobolev inequalities,

1

q
+

1

r
=

1

2
,

1

q
− 2β − 1

2
=

1

2
− 3β − 1

2
,

1

r
− 2β − 1

2
=

1

2
− β

2
,

1

p1
+

1

q1
+

1

r
= 1,

1

p1
− 2β − 1

2
=

1

2
− 1

2
,

1

q1
− 1

2
=

1

2
− 3β − 1

2
.

Inserting the bounds for I1 and I2 in(2.11) yields

d

dt

(
∥Ω∥2L2 + ∥Λ2β−1w∥2L2

)
+ ∥ΛαΩ∥2L2 + ∥Λ3β−1w∥2L2

≤ C∥Ω∥2L2

(
∥Λβw∥2L2 + 1

)
+ C∥Λβw∥2L2 .

Gronwall inequality together with (2.9) implies

∥Ω(t)∥2L2 + ∥Λ2β−1w(t)∥2L2 +

∫ t

0

(
∥ΛαΩ(s)∥2L2 + ∥Λ3β−1w(s)∥2L2

)
ds

≤ e{Ct+eCt(∥u0∥2
L2+∥w0∥2

L2)} (∥∇u0∥2L2 + ∥∇w0∥2L2 + eCt
(
∥u0∥2L2 + ∥w0∥2L2

))
,

which is (2.3). We now prove (2.4). Taking the inner product of third equation of
(1.3) with Λ2(α+β)w yields

1

2

d

dt
∥Λα+βw∥2L2 + ∥Λα+2βw∥2L2 + 4∥Λα+βw∥2L2

= 2

∫
R2

ΩΛ2(α+β)wdx−
∫
R2

[Λα+β , u · ∇]wΛα+βwdx

:= J1 + J2, (2.12)

J1 is bounded by

J1 ≤ 2∥ΛαΩ∥L2∥Λα+2βw∥L2 ≤ 4∥ΛαΩ∥2L2 +
1

4
∥Λα+2βw∥2L2 .

Similar to the estimates for I2, we have, after applying Hölder’s inequality, Sobolev’s
imbedding inequality and Lemma 2.3,∫

R2

[Λα+β , u · ∇]wΛα+βwdx

≤
(
∥∇u∥

L
2
β
∥Λα+βw∥

L
2

1−β
+ ∥Λα+βu∥L2∥∇w∥L∞

)
∥Λα+βw∥L2

≤ C
(
∥Λ1−βΩ∥L2 + ∥Λα+β−1Ω∥L2

)
∥w∥Hα+2β∥Λα+βw∥L2

≤ C
(
∥ΛαΩ∥2L2 + ∥Ω∥2L2

)
∥Λα+βw∥2L2 + C∥w∥2L2 +

1

4
∥Λα+2βw∥2L2 ,

where we have used that α and β satisfy

0 < α, β < 1, α+ 2β > 2.

Inserting the bounds for J1 and J2 in (2.12) and applying Gronwall’s inequality, we
have

∥Λα+βw(t)∥2L2 +

∫ t

0

(
∥Λα+2βw(s)∥2L2

)
ds ≤ C(t, u0, w0)

which is (2.4). (2.5) follows from (2.4) via Sobolev’s inequality. This completes the
proof of Proposition 2.2.
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The global bounds in Proposition 2.2 are not sufficient to prove Theorem 2.1.
More regular global bounds are needed. In particular, if we have, for any T > 0,∫ T

0

∥Ω(t)∥L∞ dt <∞, (2.13)

the global existence and regularity then follows. It does not appear plausible to
prove (2.13) directly via (2.10) when 0 < α < 1

2 . Due to the term ∆w in (2.10),

we need Λ2w ∈ L1
tL

∞, which is unavailable at this moment. To overcome this
difficulty, we work with the combined quantity

Γ = Ω + 2Λ2−2βw.

Applying Λ2−2β to the second equation in (1.3) leads to

∂t(Λ
2−2βw) + u · ∇Λ2−2βw + Λ2w + 4Λ2−2βw − 2Λ2−2βΩ = −[Λ2−2β , u · ∇]w,

which, together with (2.10), yields the equation for Γ,

∂tΓ + u · ∇Γ + 2Λ2αΓ

= 4Λ2+2α−2βw − 8Λ2−2βw + 4Λ2−2βΩ− 2[Λ2−2β , u · ∇]w. (2.14)

Although (2.14) appears to be more complex than (2.10), it eliminates the most
regularity demanding term ∆w and allows us to derive the Lq bounds of Γ, which is
crucial to derive the Ω ∈ L1

tL
∞. More precisely, we prove the following proposition.

Proposition 2.6. Consider (1.3) with α and β satisfying (2.1). Assume (u0, w0)
satisfies the conditions of Theorem 1.1 and let (u,w) be the corresponding solution.
Then, for q satisfying

2 ≤ q <
2α

1− β
, (2.15)

(u,w) obeys the following global bounds,

∥Γ(t)∥qLq +

∫ t

0

∥Γ(s)∥q
L

q
1−α

ds ≤ C, (2.16)

where C > 0 depends only on t and ∥(u0, w0)∥Hs .

Proof. To start, by the above estimates (2.2)-(2.4) and Γ = Ω+ 2Λ2−2βw, one gets

∥Γ∥L2 ≤ ∥Ω∥L2 + C∥Λ2−2βw∥L2

≤ ∥Ω∥L2 + C∥w∥
α+3β−2

α+β

L2 ∥Λα+βw∥
2−2β
α+β

L2

≤ C(t, u0, w0)

and ΛαΓ = ΛαΩ+ 2Λα+2−2βw as well as∫ t

0

∥ΛαΓ∥2L2 ds ≤
∫ t

0

∥ΛαΩ∥2L2 ds+ C

∫ t

0

∥Λ2+α−2βw∥2L2 ds

≤
∫ t

0

∥ΛαΩ∥2L2 ds+ C

∫ t

0

(
∥Λα+2βw∥

2(2+α−2β)
α+2β

L2 ∥w∥
2(3β−2)
α+2β

L2

)
ds

≤ C(t, u0, w0),

which imply

∥Γ(t)∥2L2 +

∫ t

0

∥Γ(τ)∥2
L

2
1−α

dτ ≤ C(t, u0, w0).
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Multiplying (2.14) by |Γ|q−2Γ and integrating over R2, we have

d

dt
∥Γ∥qLq + C0∥Γ∥q

Ḃ
2α
q

q,q

+ C1∥Γ∥q
L

q
1−α

+ C2∥Λα
(
|Γ|

q
2

)
∥2L2

≤ q

2

∫
R2

(
4Λ2+2α−2βw − 8Λ2−2βw

)
|Γ|q−2Γdx

+
q

2

∫
R2

4Λ2−2βΩ |Γ|q−2Γ dx− q

2

∫
R2

2[Λ2−2β , u · ∇]w|Γ|q−2Γ dx

:= K1 +K2 +K3, (2.17)

where we have invoked the following lower bounds associated with the fractional
dissipation term, for any q ∈ [2,∞) and s ∈ (0, 1),∫

R2

|f |q−2f Λ2sf dx ≥ C(s, q)∥Λs
(
|f |

q
2

)
∥2L2 , (2.18)∫

R2

|f |q−2f Λ2sf dx ≥ C(s, q)∥f∥q
L

q
1−s

, (2.19)∫
R2

|f |q−2f Λ2sf dx ≥ C(s, q)∥f∥q
Ḃ

2s
q

q,q

, (2.20)

where Ḃs
p,q denotes the standard homogeneous Besov space (see the appendix for

more details). (2.18) can be found in ([8]), (2.19) follows from (2.18) via the Sobolev
inequality and (2.20) is due to [5, Theorem 2]. By the Hölder inequality and the
Hardy-Littlewood-Sobolev inequality,

K1 ≤ C
∥∥∥Λα

(
|Γ|

q
2

)∥∥∥
L2

∥∥∥Λ−α
{
(4Λ2+2α−2βw − 8Λ2−2βw) |Γ|

q
2−2Γ

}∥∥∥
L2

≤ C
∥∥∥Λα

(
|Γ|

q
2

)∥∥∥
L2

∥∥∥(4Λ2+2α−2βw − 8Λ2−2βw) |Γ|
q
2−2Γ

∥∥∥
L

2
1+α

≤ C
∥∥∥Λα

(
|Γ|

q
2

)∥∥∥
L2

∥∥∥(4Λ2+2α−2βw − 8Λ2−2βw)
∥∥∥
L

2
1+α−β

∥∥∥|Γ| q2−2Γ
∥∥∥
L

2
β

≤ C
∥∥∥Λα

(
|Γ|

q
2

)∥∥∥
L2

(
∥Λ2+2α−2βw∥

L
2

1+α−β
+ ∥Λ2−2βw∥

L
2

1+α−β

)
∥Γ∥

q
2−1

L
q−2
β

≤ C
∥∥∥Λα

(
|Γ|

q
2

)∥∥∥
L2
(∥w∥L2 + ∥Λα+2βw∥L2)∥Γ∥

q
2−1

L
q−2
β

≤ C2

8

∥∥∥Λα
(
|Γ|

q
2

)∥∥∥2
L2

+ C(∥w∥L2 + ∥Λα+2βw∥L2)2 (∥Γ∥q−2
L2 + ∥Γ∥q−2

Lq ),

where we have used the following inequality

∥Λ2+2α−2βw∥
L

2
1+α−β

+ ∥Λ2−2βw∥
L

2
1+α−β

≤ C(∥w∥L2 + ∥Λα+2βw∥L2),

following from the Gagliardo-Nirenberg inequality, for any α− β ≤ s ≤ 2α+ β,

∥Λsw∥
L

2
1+α−β

≤ C∥w∥1−ϑ
L2 ∥Λα+2βw∥ϑL2 , ϑ =

s+ β − α

α+ 2β
, β ≥ α.

Noting that Γ = Ω + 2Λ2−2βw, we split K2 as

K2 = C

∫
R2

Λ2−2βΩ |Γ|q−2Γ dx

= −C
∫
R2

Λ4−4βw |Γ|q−2Γ dx+ C

∫
R2

Λ2−2βΓ |Γ|q−2Γ dx

:= K21 +K22.
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Clearly, due to 4− 4β ≤ 2 + 2α− 2β, K21 can be estimated similarly as K1 and

K21 ≤ C2

16

∥∥∥Λα
(
|Γ|

q
2

)∥∥∥2
L2

+ C(∥w∥L2 + ∥Λα+2βw∥L2)2 (∥Γ∥q−2
L2 + ∥Γ∥q−2

Lq ).

To estimate K22, we assume that q satisfies (2.15), namely

2 ≤ q <
2α

1− β
,

which implies 2− 2β − 2α
q < 2α

q . We then choose 0 < s < σ < 1 satisfying

2− 2β − 2α

q
< s < σ <

2α

q
. (2.21)

By Lemma 2.5,

K22 ≤ C∥Λ2−2β−sΓ∥Lq

∥∥|Λs(|Γ|q−2Γ)
∥∥
L

q
q−1

≤ C

(
∥Γ∥

Ḃ
2α
q

q,q

+ ∥Γ∥Lq

)
∥Γ∥Bσ

q,
q

q−1

∥|Γ|q−2∥
L

q
q−2

≤ C

(
∥Γ∥

Ḃ
2α
q

q,q

+ ∥Γ∥Lq

)
∥Γ∥Bσ

q,
q

q−1

∥Γ∥q−2
Lq

≤ C

(
∥Γ∥

Ḃ
2α
q

q,q

+ ∥Γ∥Lq

)
∥Γ∥

B
2α
q

q,q

∥Γ∥q−2
Lq

≤ C0

4
∥Γ∥q

Ḃ
2α
q

q,q

+ C∥Γ∥qLq .

where we have used the embeddings, due to (2.21),

B
2α
q

q,q ↪→ Ẇ 2−2β−s,q, B
2α
q

q,q ↪→ Bσ
q, q

q−1
.

We now turn to the estimate of K3. By Lemma 2.4,

K3 = −q
∫
R2

[Λ2−2β , u · ∇]w|Γ|q−2Γdx

≤ C∥Λ2−2β(u · ∇w)− u · ∇Λ2−2βw∥Lq

∥∥∥|Γ|q−2Γ
∥∥∥
L

q
q−1

≤ C
(
∥∇wΛ2−2βu∥Lq + ∥Λ2−2βu∥Lq∥∇w∥L∞

)
∥Γ∥q−1

Lq

≤ C ∥Λ2−2βu∥Lq ∥∇w∥L∞ ∥Γ∥q−1
Lq .

Due to α+ 2β > 2, Sobolev’s inequality implies

∥Λ2−2βu∥Lq ≤ C (∥u∥L2 + ∥ΛαΩ∥L2), ∥∇w∥L∞ ≤ C (∥w∥L2 + ∥Λα+2βw∥L2).

Therefore,

K3 ≤ C
(
∥u∥2L2 + ∥w∥2L2 ++∥ΛαΩ∥2L2 + ∥Λα+2βw∥2L2

)
(1 + ∥Γ∥qLq ).

Inserting the estimates for K1,K2 and K3 in (2.17), we have

d

dt
∥Γ∥qLq +

3

4
C0∥Γ∥q

Ḃ
2α
q

q,q

+ C1∥Γ∥q
L

q
1−α

+
3

4
C2∥Λα

(
|Γ|

q
2

)
∥2L2

≤ C(1 + ∥u∥2L2 + ∥w∥2L2 + ∥Λα+2βw∥2L2 + ∥ΛαΩ∥2L2)(1 + ∥Γ∥qLq ).

Gronwall’s inequality then implies

∥Γ(t)∥qLq +

∫ t

0

∥Γ(s)∥q
L

q
1−α

ds ≤ C.
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This completes the proof of Proposition 2.6.

With the global a priori bounds in the two previous propositions at our disposal,
we are ready to show that ∇u is in L1

tL
∞
x , which especially implies (2.13).

Proposition 2.7. Consider (1.3) with α and β satisfying (2.1). Assume (u0, w0)
satisfies the conditions of Theorem 1.1 and let (u,w) be the corresponding solution.
Then (u,w) satisfies, for any 0 < t <∞,

∥Λ2u(t)∥2L2 + ∥Λ2w(t)∥2L2 +

∫ t

0

(
∥Λ2+αu∥2L2 + ∥Λ2+βw∥2L2

)
(s)ds

≤ C(t, u0, w0). (2.22)

As a special consequence, for any t > 0,∫ t

0

∥∇u(s)∥L∞ ds ≤ C(t, ∥(u0, w0)∥Hs) <∞. (2.23)

Proof. Taking the L2 inner product of (1.3) with (Λ4u,Λ4w), we find

1

2

d

dt

(
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
+ 2∥Λ2+αu∥2L2 + ∥Λ2+βw∥2L2 + 4∥Λ2w∥2L2

= 2

∫
R2

(
(∇× u)Λ4w + (∇× w) · Λ4u

)
dx

−
∫
R2

[Λ2, u · ∇]u Λ2u dx−
∫
R2

[Λ2, u · ∇]w Λ2w dx

:= L1 + L2 + L3. (2.24)

Noting that 2 < 3− α < 2 + β, we obtain by applying Hölder’s inequality

L1 ≤ C∥Λ2+αu∥L2∥Λ3−αw∥L2

≤ 1

2
∥Λ2+αu∥2L2 + C∥Λ3−αw∥2L2

≤ 1

2
∥Λ2+αu∥2L2 +

1

4
∥Λ2+βw∥2L2 + C∥Λ2w∥2L2 .

By Hölder’s inequality and Sobolev’s inequality,

L2 ≤ C
∣∣∣ ∫

R2

∇u∇2u∇2u dx
∣∣∣

≤ C∥∇u∥
L

q
1−α

∥Λ2u∥2
L

2q
q+α−1

≤ C∥Ω∥
L

q
1−α

∥Λ2u∥2(1−
1−α
αq )

L2 ∥ΛαΛ2u∥
2(1−α)

αq

L2

≤ 1

8
∥Λ2+αu∥2L2 + C∥Ω∥

αq
αq+α−1

L
q

1−α
∥Λ2u∥2L2 .

where ∇2u denotes all second-order partial derivatives of u. We will need the global
bound, for any T > 0, ∫ T

0

∥Ω(s)∥
αq

αq+α−1

L
q

1−α
ds <∞. (2.25)

By Propositions 2.2 and 2.6, we have, for q satisfying (2.15),∫ t

0

∥Ω(s)∥q
L

q
1−α

ds ≤
∫ t

0

∥Γ(s)∥q
L

q
1−α

ds+ C

∫ t

0

∥Λ2−2βw(s)∥q
L

q
1−α

ds
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≤
∫ t

0

∥Γ(s)∥q
L

q
1−α

ds+ C

∫ t

0

(∥w∥L2 + ∥Λα+βw∥L2)q ds

≤ C,

Therefore, if
αq

αq + α− 1
≤ q or q ≥ 1

α
,

then (2.25) holds. This is where we need β > 1 − 2α2 in (2.1) on α and β. When
α and β satisfy (2.1), we can then choose q satisfying (2.15) such that

2α

1− β
> q >

1

α
.

Noting that 2 < 5−α
2 < 2 + β, we have

L3 ≤ C
∣∣∣ ∫

R2

∇u∇2w∇2w dx
∣∣∣+ C

∣∣∣ ∫
R2

∇2u∇w∇2w dx
∣∣∣

≤ C∥∇u∥
L

2
1−α

∥Λ2w∥2
L

4
1+α

+ C∥∇w∥L∞
(
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
≤ C∥Λ1+αu∥L2∥Λ

5−α
2 w∥2L2 + C∥∇w∥L∞

(
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
≤ C∥Λ1+αu∥L2∥Λ2w∥2σL2∥Λ2+βw∥2−2σ

L2 + C∥∇w∥L∞
(
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
≤ 1

4
∥∇2+βw∥2L2 + C∥Λ1+αu∥

1
σ

L2∥Λ2w∥2L2

+C∥∇w∥L∞
(
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
,

where, due to α+ β > 1,

σ =
α+ 2β − 1

2β
>

1

2
.

Inserting the estimates of L1, L2 and L3 in (2.24), it follows that

d

dt

(
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
+ ∥Λ2+αu∥2L2 + ∥Λ2+βw∥2L2

≤ C
(
1 + ∥Λ1+αu∥2L2 + ∥∇w∥L∞ + ∥Ω∥

αq
αq+α−1

L
q

1−α

) (
∥Λ2u∥2L2 + ∥Λ2w∥2L2

)
.

As explained previously, when α and β satisfy (2.1), (2.25) holds and Gronwall’s
inequality then implies (2.22). Sobolev’s inequality with (2.22) then implies (2.23).
This completes the proof of Proposition 2.7.

3. The case for 3
4 ≤ α ≤ 7

8 . This section proves that the 2D micropolar equation

(1.3) with any 0 < α < 1 and β = 3
2 − α always possesses a unique global solution

when the initial data is sufficiently smooth. More precisely, the following global
regularity result holds.

Theorem 3.1. Consider (1.3) with α and β satisfying

0 < α < 1, β ≥ 3

2
− α. (3.1)

Assume (u0, w0) satisfies the conditions of Theorem 1.1. Then (1.3) possesses a
unique global solution satisfying, for any T > 0,

u ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+α(R2));

w ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+β(R2)).
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When α < 3
4 , the requirement on β in (3.1) is more than those in (2.1) and

thus Theorem 2.1 is sharper for α < 3
4 . Similarly, as we shall see in the coming

section, for α > 7
8 , Theorem 4.1 in the subsequent section is stronger, Theorem 3.1

is significant only for α in the range between 3
4 and 7

8 .

As explained in the previous section, it suffices to provide the necessary glob-
al a priori bounds. The following proposition establishes the global bound for
∥(∇u,∇w)∥L1

tL
∞
x
, which is sufficient for the proof of Theorem 3.1.

Proposition 3.2. Consider (1.3) with α and β satisfying (3.1). Assume (u0, w0)
satisfies the conditions of Theorem 1.1. Then the corresponding solution (u,w) of
(1.3) obeys, for any 0 < t <∞,

∥Ω(t)∥2L2 + ∥Λ 1
2w(t)∥2L2 +

∫ t

0

(
∥ΛαΩ(s)∥2L2 + ∥Λ 1

2+βw(s)∥2L2

)
ds ≤ C,(3.2)

∥Λ 3
2w(t)∥2L2 +

∫ t

0

∥Λ 3
2+βw(s)∥2L2ds ≤ C, (3.3)

∥ΛΩ(t)∥2L2 +

∫ t

0

∥Λ1+αΩ(s)∥2L2ds ≤ C, (3.4)

where C’s depend on t, u0, w0 only. Especially, (3.3) and (3.4) imply that∫ t

0

∥(∇u(s),∇w(s))∥L∞
x
ds <∞. (3.5)

Proof. We first remark that the global L2-bound in (2.2) remains valid since it only
requires α+β > 1. To show the global bound in (3.2), we take the L2 inner product
of (2.10) with Ω and L2 inner product of third equation of (1.3) with Λw to obtain

1

2

d

dt

(
∥Ω∥2L2 + ∥Λ 1

2w∥2L2

)
+ 2∥ΛαΩ∥2L2 + ∥Λ 1

2+βw∥2L2 + 4∥Λ 1
2w∥2L2

= 2

∫
R2

(
Λ2wΩ+ ΩΛw

)
dx−

∫
R2

[Λ
1
2 , u · ∇]wΛ

1
2w dx

:= M1 +M2. (3.6)

For the conciseness of our presentation, attention is focused on the case β = 3
2 −α.

The case β > 3
2 − α is even simpler. Noting that α+ β = 3

2 and 0 < 1− α < β, we
have, by the interpolation inequality,

M1 ≤ 2∥ΛαΩ∥L2∥Λ 1
2+βw∥L2 + 2∥ΛαΩ∥L2∥Λ1−αw∥L2

≤ 3

2
∥ΛαΩ∥2L2 +

3

4
∥Λ 1

2+βw∥2L2 + C∥Λβw∥2L2 + C∥w∥2L2 ,

where we have used the following facts

∥ΛαΩ∥L2∥Λ 1
2+βw∥L2 ≤ 2

3
∥ΛαΩ∥2L2 +

3

8
∥Λ 1

2+βw∥2L2 ,

∥ΛαΩ∥L2∥Λ1−αw∥L2 ≤ 1

12
∥ΛαΩ∥2L2 + 3∥Λ1−αw∥2L2 .

By the divergence-free condition of u, we will show

[Λ
1
2 , u · ∇]w = [Λ

1
2 ∂x1 , u1]w + [Λ

1
2 ∂x2 , u2]w.

Thanks to the following variant version of Lemma 2.3 (its proof is the same one as
for Lemma 2.3)

∥[Λs−1∂xi , f ]g∥Lr ≤ C
(
∥∇f∥Lp1∥Λs−1g∥Lq1 + ∥Λsf∥Lp2∥g∥Lq2

)
, i = 1, 2



GLOBAL REGULARITY FOR THE 2D MICROPOLAR EQUATIONS 17

and Sobolev’s inequality, it ensures that

M2 ≤
(
∥∇u∥

L
2

1−α
∥Λ 1

2w∥
L

2
α
+ ∥Λ 3

2u∥
L

2
β
∥w∥

L
2

1−β

)
∥Λ 1

2w∥L2

≤ C
(
∥ΛαΩ∥L2∥Λ 3

2−αw∥L2 + ∥Λ 3
2−βΩ∥L2∥Λβw∥L2

)
∥Λ 1

2w∥L2

≤ C
(
∥ΛαΩ∥L2∥Λβw∥L2 + ∥ΛαΩ∥L2∥Λβw∥L2

)
∥Λ 1

2w∥L2

≤ 1

4
∥ΛαΩ∥2L2 + C∥Λβw∥2L2∥Λ

1
2w∥2L2 .

Inserting the estimates for M1 and M2 in (3.6) and applying Gronwall’s inequality,
we obtain (3.2). To prove (3.3), we take the L2 inner product of third equation of
(1.3) with Λ3w to obtain

1

2

d

dt
∥Λ 3

2w∥2L2 + ∥Λ 3
2+βw∥2L2 + 4∥Λ 3

2w∥2L2

= 2

∫
R2

ΩΛ3w dx−
∫
R2

[Λ
3
2 , u · ∇]wΛ

3
2w dx

:= N1 +N2, (3.7)

Again, due to α+ β = 3
2 ,

N1 ≤ 2∥ΛαΩ∥L2∥Λ 3
2+βw∥L2 ≤ 4∥ΛαΩ∥2L2 +

1

4
∥Λ 3

2+βw∥2L2 .

By Lemma 2.3 and Sobolev’s inequality,

N2 ≤
(
∥∇u∥

L
2

1−α
∥Λ 3

2w∥
L

2
α
+ ∥Λ 3

2u∥
L

4
3−2α

∥∇w∥
L

4
2α−1

)
∥Λ 3

2w∥L2

≤ C ∥ΛαΩ∥L2∥Λ 5
2−αw∥L2∥Λ 3

2w∥L2

≤ C∥ΛαΩ∥2L2∥Λ
1
2w∥2L2 +

1

4
∥Λ 3

2+βw∥2L2 .

Inserting the estimates of N1, N2 in (3.7) and applying Gronwall’s inequality yield

∥Λ 3
2w(t)∥2L2 +

∫ t

0

(
∥Λ 3

2+βw(s)∥2L2

)
ds ≤ C(t, u0, w0), (3.8)

which is (3.3). We now prove (3.4). Taking the L2 inner product of (2.10) with
∆Ω, we have, noting that 1 > α > 1

2 ,

1

2

d

dt
∥ΛΩ∥2L2 + 2∥Λ1+αΩ∥2L2

≤ 2

∣∣∣∣∫
R2

Λ2wΛ2Ω dx

∣∣∣∣+ ∣∣∣∣∫
R2

(∇u · ∇Ω)∇Ω dx

∣∣∣∣
≤ 2∥Λ1+αΩ∥L2∥Λ 3

2+βw∥L2 + ∥Ω∥L2∥∇Ω∥2L4

≤ 1

2
∥Λ1+αΩ∥2L2 + C∥Λ 3

2+βw∥L2 + ∥Ω∥L2∥Λ 3
2Ω∥2L2

≤ 1

2
∥Λ1+αΩ∥2L2 + C∥Λ 3

2+βw∥L2 + ∥Ω∥L2(∥Ω∥
2α−1
α+1

L2 ∥Λ1+αΩ∥
3

α+1

L2 )

≤ 3

2
∥Λ1+αΩ∥2L2 + C∥Λ 3

2+βw∥L2 + C ∥Ω∥
6α

2α−1

L2 .

Integrating in time and using (3.2), we obtain (3.4). Finally, (3.5) follows from (3.3)
and 3.4 via Sobolev’s inequality. This completes the proof of Proposition 3.2.
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4. The Case when 7
8 ≤ α < 1. This section focuses on the case when 7

8 ≤ α < 1.
We prove theorem 1.1 for this range of α. More precisely, the following theorem
holds.

Theorem 4.1. Consider (1.3) with α and β satisfying

β


≥ 5(1− α),

7

8
≤ α ≤ 39

40
;

>
1− α+

√
α2 − 4α+ 3

2
,

39

40
≤ α < 1.

(4.1)

Assume (u0, w0) satisfies the conditions of Theorem 1.1. Then (1.3) possesses a
unique global solution satisfying, for any T > 0,

u ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+α(R2));

w ∈ C([0,∞);Hs(R2)) ∩ L2(0, T ;Hs+β(R2)).

One of the main difficulties to prove Theorem 4.1 is that direct energy estimates
on (1.3) do not yield the desired global bounds on the derivatives of u and w. To
overcome this difficulty, we consider the combined quantity

G = Ω− Λ2−2αw,

which satisfies

∂tG+ u · ∇G+ 2Λ2αG+ 2Λ2−2αG

= Λ2+2β−2αw + 4Λ2−2αw − 2Λ4−4αw + [Λ2−2α, u · ∇]w. (4.2)

The following proposition establishes that ∥G∥L2 admits a global bound.

Proposition 4.2. Consider (1.3) with α and β satisfying (4.1). Assume (u0, w0)
satisfies the conditions of Theorem 1.1. Let (u,w) denote the corresponding solution
of (1.3). Then, for any 0 < t <∞,

∥G(t)∥2L2 +

∫ t

0

∥ΛαG(s)∥2L2 ds ≤ C, (4.3)

where C > 0 depends on t, u0, w0.

In order to prove this proposition, we need the following commutator type es-
timates involving the fractional Laplacian operator. The following lemma is taken
from [32]. Similar commutator estimates have been used previously (see, e.g., [18]).

Lemma 4.3. Assume p ∈ [2,∞), r ∈ [1,∞], δ ∈ (0, 1) and s ∈ (0, 1) such that
s+ δ < 1. Then

∥[Λδ, f ]g∥Bs
p,r

≤ C(p, r, δ, s)
(
∥∇f∥Lp∥g∥Bs+δ−1

∞,r
+ ∥f∥L2∥g∥L2

)
. (4.4)

We are now ready to prove Proposition 4.2.

Proof of Proposition 4.2. Taking the inner product of (4.2) with G, we obtain

1

2

d

dt
∥G∥2L2 + 2∥ΛαG∥2L2 + 2∥Λ1−αG∥2L2

=

∫
R2

(
Λ2+2β−2αw + 4Λ2−2αw − 2Λ4−4αw

)
Gdx+

∫
R2

[Λ2−2α, u · ∇]wGdx

:= H1 +H2. (4.5)
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For the sake of conciseness, we focus on the case β = 5(1−α) when α ∈ [ 78 ,
39
40 ] since

the case β > 5(1−α) is even easier. Noting that 0 < 2+2β−3α, 2−2α, 4−4α < β,
we obtain, by applying Hölder’s inequality and Young’s inequality,

H1 ≤ ∥Λ2+2β−3αw∥L2∥ΛαG∥L2 + 4∥Λ2−2αw∥L2∥G∥L2 + 2∥Λ4−4αw∥L2∥G∥L2

≤ C
(
∥w∥2L2 + ∥Λβw∥2L2

)
+

1

4
∥ΛαG∥2L2 + ∥G∥2L2 .

Identifying Hs with the Besov space Bs
2,2 and applying Lemma 4.3, Sobolev’s in-

equality and Young’s inequality, we obtain

H2 ≤ ∥[Λ2−2α, u]w∥H1−α∥ΛαG∥L2

≤ C(∥∇u∥L2∥w∥B2−3α
∞,2

+ ∥u∥L2∥w∥L2)∥ΛαG∥L2

≤ C∥Ω∥L2∥w∥B2−3α
∞,2

∥ΛαG∥L2 + C∥u∥L2∥w∥L2∥ΛαG∥L2

≤ C(∥G∥L2 + ∥Λ2−2αw∥L2)∥w∥B3−3α
2,2

∥ΛαG∥L2 + C∥u∥L2∥w∥L2∥ΛαG∥L2

≤ 1

4
∥ΛαG∥2L2 + C∥G∥2L2∥w∥2H3−3α + C∥Λ2−2αw∥2L2∥w∥2H3−3α

+C∥u∥2L2∥w∥2L2 .

By a simple interpolation inequality,

∥Λ2−2αw∥2L2∥w∥2H3−3α = ∥Λ
2β
5 w∥2L2∥w∥2

H
3
5
β
≤ C∥w∥2L2∥w∥2Hβ .

Therefore, H2 is bounded by

H2 ≤ 1

4
∥ΛαG∥2L2 + C∥G∥2L2∥w∥2Hβ + C ∥w∥2L2∥w∥2Hβ + C∥u∥2L2∥w∥2L2 .

Inserting the estimates of H1, H2 in (4.5) yields

d

dt
∥G∥2L2 + ∥ΛαG∥2L2

≤ C
(
1 + ∥w∥2Hβ

)
∥G∥2L2 + C(1 + ∥w∥2L2)∥w∥2Hβ + C∥u∥2L2∥w∥2L2 .

Gronwall’s inequality then implies

∥G(t)∥2L2 +

∫ t

0

∥ΛαG(s)∥2L2 ds ≤ C.

This completes the proof of Proposition 4.2.

The global bound for G in the previous proposition serves as a bridge to the
global bounds on w and Ω. The following lemma controls the Lq-norm of w.

Proposition 4.4. Under the same condition as in Proposition 4.2 and for any q
satisfying

2 ≤ q <
2β

1− α
, (4.6)

we have, for any 0 < t <∞,

∥w(t)∥qLq +

∫ t

0

∥w(s)∥q
L

q
1−β

ds+

∫ t

0

∥w(s)∥q
Ḃ

2β
q

q,q

ds ≤ C(t, u0, w0). (4.7)
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Proof. Multiplying the third equation of (1.3) by |w|q−2w, integrating over R2 and
using the divergence-free condition, we obtain

1

q

d

dt
∥w(t)∥qLq + 4∥w∥qLq +

∫
R2

(Λ2βw) w|w|q−2 dx

=

∫
R2

Ω w|w|q−2 dx

=

∫
R2

G w|w|q−2 dx+

∫
R2

Λ2−2αw w|w|q−2 dx, (4.8)

where, in the last line above, we have used Ω = G + Λ2−2αw. As in (2.17), the
following lower bound holds∫

R2

(Λ2βw)|w|q−2w dx ≥ C

∫
R2

(
Λβ |w|

q
2

)2
dx

≥ C0∥w∥q
L

q
1−β

+ C0

∥∥∥Λβ
(
|w|

q
2

)∥∥∥2
L2

+ C0∥Γ∥q
Ḃ

2β
q

q,q

,(4.9)

where C0 = C0(β, q) > 0. On one hand, for q ≤ 2
1−α , we obtain by the Hölder

inequality ∫
R2

G w|w|q−2 dx ≤ ∥G∥Lq∥w∥q−1
Lq

≤ C∥G∥Hα∥w∥q−1
Lq

≤ C∥G∥Hα(1 + ∥w∥qLq ).

On the other hand, for q > 2
1−α , we have∫

R2

G w|w|q−2 dx ≤ ∥G∥
L

2
1−α

∥w∥q−1

L
2(q−1)
1+α

≤ C∥G∥Hα∥w∥
(q−1)(1− (1−α)q−2

2β(q−1)
)

Lq ∥w∥
(q−1)

(1−α)q−2
2β(q−1)

L
q

1−β

≤ C0

8
∥w∥q

L
q

1−β
+ C∥G∥

2βq
(α+2β−1)q+2

Hα ∥w∥(
1− 2β

(α+2β−1)q+2 )q
Lq

≤ C0

8
∥w∥q

L
q

1−β
+ C(1 + ∥G∥2Hα)(1 + ∥w∥qLq ),

where we have used the simple fact that 2βq
(α+2β−1)q+2 < 2. Therefore, for any q ≥ 2,

the first term in (4.8) can be bounded by∫
R2

G w|w|q−2 dx ≤ C0

8
∥w∥q

L
q

1−β
+ C(1 + ∥G∥2Hα)(1 + ∥w∥qLq ). (4.10)

To bound the second term in (4.8), we use Lemma 2.5. For q satisfying (4.6), we
choose 0 < s̃ < σ̃ < 1 satisfying

2− 2α− 2β

q
< s̃ < σ̃ <

2β

q
. (4.11)

By Hölder’s inequality and Lemma 2.5,∫
R2

Λ2−2αw w|w|q−2 dx ≤ C∥Λ2−2α−s̃w∥Lq

∥∥Λs̃(|w|q−2w)
∥∥
L

q
q−1

≤ C∥w∥
B

2β
q

q,q

∥w∥Bσ̃
q,

q
q−1

∥w∥q−2
Lq
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≤ C∥w∥2
B

2β
q

q,q

∥w∥q−2
Lq

≤ C0

4
∥w∥q

Ḃ
2β
q

q,q

+ C∥w∥qLq , (4.12)

where we have used the embeddings, due to (4.11),

B
2β
q

q,q ↪→W 2−2α−s̃,q, B
2β
q

q,q ↪→ Bσ̃
q, q

q−1
.

This explains why we need to restrict q to the range in (4.6). Combining (4.10) and
(4.12), we obtain

d

dt
∥w∥qLq + ∥w∥q

L
q

1−β
≤ C(1 + ∥G∥2Hα + ∥Λβw∥2L2)(1 + ∥w∥qLq ).

Gronwall’s inequality, together with Proposition 4.2, yields

∥w(t)∥qLq +

∫ t

0

∥w(s)∥q
L

q
1−β

ds+

∫ t

0

∥w(s)∥q
Ḃ

2β
q

q,q

ds ≤ C(t, u0, w0),

which is (4.7).

We now show that, for any 0 < t < ∞, ∇u,∇w ∈ L1
tL

∞, which allows us to
establish the desired global regularity.

Proposition 4.5. Assume (u0, w0) satisfies the conditions of Theorem 1.1 and let
(u,w) be the corresponding solution of (1.3) with α and β satisfying (4.1). Then,
for any 0 < t <∞,

∥Ω(t)∥2L2 + ∥Λw(t)∥2L2 +

∫ t

0

(
∥ΛαΩ(s)∥2L2 + ∥Λ1+βw(s)∥2L2

)
ds ≤ C, (4.13)

∥ΛΩ(t)∥2L2 + ∥Λ2w(t)∥2L2 +

∫ t

0

(
∥Λ1+αΩ(s)∥2L2 + ∥Λ2+βw(s)∥2L2

)
ds ≤ C. (4.14)

In particular, (4.14) implies ∇u,∇w ∈ L1
tL

∞.

Proof. Taking the L2 inner product of (2.10) with Ω and the L2 inner product of
third equation of (1.3) with Λ2w, we have

1

2

d

dt

(
∥Ω∥2L2 + ∥Λw∥2L2

)
+ 2∥ΛαΩ∥2L2 + ∥Λ1+βw∥2L2 + 4∥Λw∥2L2 = J1 + J2,

where

J1 = 2

∫
R2

(
Λ2wΩ+ ΩΛ2w

)
dx, J2 = −

∫
R2

[Λ, u · ∇]wΛw dx.

Due to β ≤ 1, by Sobolev’s inequality and Young’s inequality,

J1 ≤ C∥Λ1−βΩ∥L2∥Λ1+βw∥L2

≤ C∥Ω∥1−
1−β
α

L2 ∥ΛαΩ∥
1−β
α

L2 ∥Λ1+βw∥L2

≤ 1

4

(
∥ΛαΩ∥2L2 + ∥Λ1+βw∥2L2

)
+ C∥Ω∥2L2 .

Due to G = Ω− Λ2−2αw and the Biot-Savart law ∇u = ∇∇⊥∆−1Ω, we write

∇u = ∇∇⊥∆−1G+∇∇⊥∆−1Λ2−2αw.
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Correspondingly, J2 can be written into two parts,

J2 =

∫
R2

u · ∇w∆wdx

≤ −
∫
R2

∇u∇w∇w dx

= J21 + J22,

where

J21 = −
∫
R2

∇∇⊥∆−1G∇w∇w dx, J22 = −
∫
R2

∇∇⊥∆−1Λ2−2αw∇w∇w dx.

J21 and J22 can be bounded as follows. By Hölder’s inequality, the boundedness of
Riesz transforms and Sobolev’s inequality,

J21 ≤ C ∥G∥
L

2
1−α

∥∇w∥L2 ∥∇w∥
L

2
α

≤ 1

8
∥Λ1+βw∥2L2 + C ∥G∥2Hα ∥∇w∥2L2 ,

where we have used the embedding inequalities, due to α+ β > 1,

∥G∥
L

2
1−α

≤ C ∥G∥Hα , ∥∇w∥
L

2
α

≤ C ∥w∥H1+β .

We set β
1−α < q0 <

2β
1−α to be specified later and let q′0 = q0

q0−1 be its dual index.

By the duality of the Besov spaces and Sobolev’s inequality, we have

J22 ≤ C∥w∥
Ḃ

2β
q0
q0,q0

∥∇w∇w∥
Ḃ

2−2α− 2β
q0

q′0,q′0

≤ C∥w∥
Ḃ

2β
q0
q0,q0

∥∇w∇w∥
B

2−2α− 2β
q0

q′0,q′0

≤ C∥w∥
Ḃ

2β
q0
q0,q0

∥∇w∇w∥
W̃

2−2α− 2β
q0

,q′0

≤ C∥w∥
Ḃ

2β
q0
q0,q0

∥∇w∥
B

2−2α− 2β
q0

l,q′0

∥∇w∥Lλ

≤ C∥w∥
Ḃ

2β
q0
q0,q0

(∥∇w∥1−θ
L2 ∥∇w∥θHβ )(∥∇w∥1−θ

L2 ∥∇w∥θHβ )

≤ 1

8
∥Λw∥2Hβ + C∥w∥

βq0
(α+β−1)q0+β−1

Ḃ

2β
q0
q0,q0

∥Λw∥2L2

≤ 1

8
∥Λ1+βw∥2L2 + C

(
1 + ∥w∥

βq0
(α+β−1)q0+β−1

Ḃ

2β
q0
q0,q0

)
∥Λw∥2L2 ,

where q0 ∈
(

1−β
α+β−1 ,

2β
1−α

)
and l, λ, θ are given by

l =
2q0

(2− α)q0 − (1 + β)
, λ =

2q0
αq0 + β − 1

, θ =
(1− α)q0 + 1− β

βq0
.

We note that, in the third inequality above, we used the norm equivalence Bs
p,p ≈

W̃ s,p, as explained in the appendix. In addition, we invoked (2.8) in the fourth
inequality above. Combining all the estimates above, we have

d

dt

(
∥Ω∥2L2 + ∥Λw∥2L2

)
+ 2∥ΛαΩ∥2L2 + ∥Λ1+βw∥2L2 + 4∥Λw∥2L2
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≤ C

(
∥G∥2Hα + ∥w∥

βq0
(α+β−1)q0+β−1

Ḃ

2β
q0
q0,q0

)
∥∇w∥2L2 + C ∥Ω∥2L2 .

We explain that, when α and β satisfy (4.1), we have∫ T

0

∥w∥
βq0

(α+β−1)q0+β−1

Ḃ

2β
q0
q0,q0

dt <∞. (4.15)

In fact, (4.1) implies

2β2 − 2(1− α)β − (1− α) > 0 or
2β

1− α
>

1

α+ β − 1
.

Therefore, we can choose q0 <
2β
1−α such that

q0 ≥ 1

α+ β − 1
or

βq0
(α+ β − 1)q0 + β − 1

≤ q0.

Then (4.15) follows from Proposition 4.4. Gronwall’s inequality then implies the
desired bound (4.13).

In order to prove (4.14), we take the L2 inner product of (2.10) with Λ2Ω and
the L2 inner product of the third equation of (1.3) with Λ4w to obtain

1

2

d

dt

(
∥ΛΩ∥2L2 + ∥Λ2w∥2L2

)
+ 2∥Λ1+αΩ∥2L2 + ∥Λ2+βw∥2L2 + 4∥Λ2w∥2L2

= 2

∫
R2

(
Λ2wΛ2Ω+ ΩΛ4w

)
dx−

∫
R2

(
[Λ, u · ∇]Ω ΛΩ + [Λ2, u · ∇]wΛ2w

)
dx.

Due to α+ β > 1 and β ≤ 1,

2

∫
R2

(
Λ2wΛ2Ω+ ΩΛ4w

)
dx ≤ C ∥Λ2−βΩ∥L2 ∥Λ2+βw∥L2

≤ C ∥ΛΩ∥1−
1−β
α

L2 ∥Λ1+αΩ∥
1−β
α

L2 ∥Λ2+βw∥L2

≤ 1

4

(
∥Λ1+αΩ∥2L2 + ∥Λ2+βw∥2L2

)
+ C∥ΛΩ∥2L2 .

Noting the following fact due to ∇ · u = 0

−
∫
R2

[Λ2, u · ∇]wΛ2wdx

= −
∫
R2

∆(u · ∇w)∆wdx+

∫
R2

(u · ∇∆w)∆wdx

= −
2∑

k,i=1

∫
R2

∂2kui∂iw∆wdx− 2
2∑

k,i=1

∫
R2

∂kui∂k∂iw∆wdx

−
2∑

k,i=1

∫
R2

ui∂i∂
2
kw∆wdx+

∫
R2

(u · ∇∆w)∆wdx

= −
2∑

k,i=1

∫
R2

∂2kui∂iw∆wdx− 2

2∑
k,i=1

∫
R2

∂kui∂k∂iw∆wdx,
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we have by using Lemma 2.3, the Gagliardo-Nirenberg inequality and Young’s in-
equality

−
∫
R2

(
[Λ, u · ∇]Ω ΛΩ + [Λ2, u · ∇]wΛ2w

)
dx

= −
∫
R2

[Λ, u · ∇]Ω ΛΩdx−
∫
R2

[Λ2, u · ∇]wΛ2wdx

≤ C∥[Λ, u · ∇]Ω∥
L

4
2+α

∥ΛΩ∥
L

4
2−α

+ C∥Λ2u∥
L

2
1−α

∥∇w∥
L

4
1+α

∥Λ2w∥
L

4
1+α

+C∥∇u∥
L

2
β
∥Λ2w∥2

L
4

2−β

≤ C(∥∇u∥
L

2
α
∥ΛΩ∥

L
4

2−α
+ ∥Ω∥

L
2
α
∥∇Ω∥

L
4

2−α
)∥ΛΩ∥

L
4

2−α

+C∥Λ2u∥
L

2
1−α

∥∇w∥
L

4
1+α

∥Λ2w∥
L

4
1+α

+ C∥∇u∥
L

2
β
∥Λ2w∥2

L
4

2−β

≤ C∥∇u∥
L

2
α
∥ΛΩ∥2

L
4

2−α
+ C∥Λ2u∥

L
2

1−α
∥∇w∥

L
4

1+α
∥Λ2w∥

L
4

1+α

+C∥∇u∥
L

2
β
∥Λ2w∥2

L
4

2−β

≤ C∥Λ1−αΩ∥L2∥ΛΩ∥L2∥Λ1+αΩ∥L2 + C∥Λ1−βΩ∥L2∥Λ2w∥L2∥Λ2+βw∥L2

+C∥Λ1+αΩ∥L2∥Λw∥1−
1−α
2β

L2 ∥Λ1+βw∥
1−α
2β

L2 ∥Λ2w∥1−
1−α
2β

L2 ∥Λ2+βw∥
1−α
2β

L2

≤ 1

2

(
∥Λ1+αΩ∥2L2 + ∥Λ2+βw∥2L2

)
+C

(
∥Ω∥2L2 + ∥ΛαΩ∥2L2 + ∥Λ1+βw∥

2(1−α)
2β+α−1

L2 ∥Λw∥2L2

)
×
(
∥Λ2w∥2L2 + ∥ΛΩ∥2L2

)
≤ 1

2

(
∥Λ1+αΩ∥2L2 + ∥Λ2+βw∥2L2

)
+C

(
∥Ω∥2L2 + ∥ΛαΩ∥2L2 + (∥Λ1+βw∥2L2 + 1)∥Λw∥2L2

)
×
(
∥Λ2w∥2L2 + ∥ΛΩ∥2L2

)
,

where we have used the fact 2(1−α)
2β+α−1 < 2. These estimates combined with Gronwall’s

inequality then allow us to obtain (4.14). This completes the proof of Proposition
4.5.

5. Proof of Theorem 1.1. The global a priori bounds obtained in the previous
three sections, especially∫ T

0

∥(∇u,∇w)(t)∥L∞(R2) dt ≤ C(T, ∥(u0, w0)∥Hs) <∞

is sufficient for the proofs of Theorems 2.1, 3.1 and 4.1. Since Theorem 1.1 combines
all three of them, it suffices to provide the proof for Theorem 1.1.

Proof of Theorem 1.1. The existence of desired solutions to (1.3) can be obtained
by standard approaches such as the Friedrichs method. For n ∈ N, define the
operator Jn by

Jnφ = F−1(χB(0,n)(ξ)F(φ)(ξ)),

where F and F−1 denote the Fourier and inverse Fourier transforms, respectively,
and χB(0,n) denotes the characteristic function on the ball B(0, n). Consider the
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approximate equations of (1.3)
∂tun + 2JnΛ

2αun = 2JnP∇× wn − JnP (Jnun · ∇Jnun),
∇ · un = 0,
∂twn + JnΛ

2βwn + 4Jnwn = 2Jn∇× un − Jn(Jnun · ∇Jnwn),
un(x, 0) = Jnu0, wn(x, 0) = Jnw0,

(5.1)

where P denotes the standard projection onto divergence-free vector fields. The
standard Picard type theorem ensures that, for some Tn > 0, there exists a unique
local solution (un, ωn) on [0, Tn) in the functional setting {f ∈ L2(R2) : suppF(f) ⊂
B(0, n)}. Due to J2

n = Jn and PJn = JnP , it is easy to see that (Jnun, Jnwn) is
also a solution. The uniqueness of such local solutions implies

un = Jnun, wn = Jnwn.

Therefore, (5.1) becomes
∂tun + 2Λ2αun = 2P∇× wn − JnP (un · ∇un),
∇ · un = 0,
∂twn + Λ2βwn + 4wn = 2∇× un − Jn(un · ∇wn),
un(x, 0) = Jnu0, wn(x, 0) = Jnw0.

(5.2)

A basic L2 energy estimate implies (un, wn) of (5.2) satisfies

∥un(t)∥2L2 + ∥wn(t)∥2L2 +

∫ t

0

(
∥Λαun(τ)∥2L2 + ∥Λβwn(τ)∥2L2

)
τ ≤ C(t, u0, w0),

where C is independent of n. Therefore, the local solution can be extended into a
global one, by the standard Picard Extension Theorem (see, e.g., [6]). Next we show
that (un, wn) admits a uniform global bound in Hs(R2) with (s > 2). Following
the proofs of Propositions 2.7, 3.2 and 4.5, we obtain, for any t > 0,∫ t

0

∥(∇un,∇wn)(s)∥L∞ ds ≤ C(t, ∥(u0, w0)∥Hs) <∞,

where we have used the fact that ∥(un(x, 0), wn(x, 0))∥Hs ≤ ∥(u0, w0)∥Hs . By a
standard energy estimate involving (5.2), we have

1

2

d

dt

(
∥un∥2Hs + ∥wn∥2Hs

)
+ 2∥Λαun∥2Hs + ∥Λβwn∥2Hs + ∥∇wn∥2Hs

= 2

∫
R2

{(∇× wn) · Λ2sun + (∇× un)Λ
2swn} dx

+

∫
R2

[Λs, un · ∇]un · Λsundx+

∫
R2

[Λs, un · ∇]wn Λ
swndx

≤ 1

2

(
∥Λαun∥2Hs + ∥Λβwn∥2Hs

)
+ C (∥∇un∥L∞ + ∥∇wn∥L∞ + 1)

×
(
∥un∥2Hs + ∥wn∥2Hs

)
.

Gronwall’s inequality then allows us to conclude that, for any t > 0,

∥un∥2Hs + ∥wn∥2Hs +

∫ t

0

(∥Λαun∥2Hs + ∥Λβw∥2Hs)ds

≤ (∥u0∥2Hs + ∥w0∥2Hs)eC
∫ t
0
(∥∇un∥L∞+∥∇wn∥L∞+1)ds

≤ C(t, ∥(u0, w0)∥Hs).

Once this uniform global bound is at our disposal, a standard compactness argument
allows us to obtain the global existence of the desired solution (u,w) to (1.3). The



26 FIRST-NAME1 LAST-NAME1 AND FIRST-NAME2 LAST-NAME2

uniqueness part for solutions at this regularity level is standard and is thus omitted.
This completes the proof of Theorem 1.1.

Appendix A. Besov spaces. This appendix provides the definition of the Littlewood-
Paley decomposition and the definition of Besov spaces. Some related facts used
in the previous sections are also included. The material presented in this appendix
can be found in several books and many papers (see, e.g., [1, 2, 22, 24, 26, 29]).

We start with several notations. S denotes the usual Schwarz class and S ′ its
dual, the space of tempered distributions. S0 denotes a subspace of S defined by

S0 =

{
ϕ ∈ S :

∫
Rd

ϕ(x)xγ dx = 0, |γ| = 0, 1, 2, · · ·
}

and S ′
0 denotes its dual. S ′

0 can be identified as

S ′
0 = S ′/S⊥

0 = S ′/P,

where P denotes the space of multinomials. We also recall the standard Fourier
transform and the inverse Fourier transform,

f̂(ξ) =

∫
Rd

f(x)e−2πix·ξdx, g∨(x) =

∫
Rd

g(ξ) e2πix·ξdξ.

To introduce the Littlewood-Paley decomposition, we write for each j ∈ Z

Aj =
{
ξ ∈ Rd : 2j−1 ≤ |ξ| < 2j+1

}
.

The Littlewood-Paley decomposition asserts the existence of a sequence of functions
{Φj}j∈Z ∈ S such that

suppΦ̂j ⊂ Aj , Φ̂j(ξ) = Φ̂0(2
−jξ) or Φj(x) = 2jdΦ0(2

jx),

and
∞∑

j=−∞
Φ̂j(ξ) =

{
1 , if ξ ∈ Rd \ {0},
0 , if ξ = 0.

Therefore, for a general function ψ ∈ S, we have
∞∑

j=−∞
Φ̂j(ξ)ψ̂(ξ) = ψ̂(ξ) for ξ ∈ Rd \ {0}.

In addition, if ψ ∈ S0, then
∞∑

j=−∞
Φ̂j(ξ)ψ̂(ξ) = ψ̂(ξ) for any ξ ∈ Rd.

That is, for ψ ∈ S0,
∞∑

j=−∞
Φj ∗ ψ = ψ

and hence
∞∑

j=−∞
Φj ∗ f = f, f ∈ S ′

0
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in the sense of weak-∗ topology of S ′
0. For notational convenience, we define

∆̇jf = Φj ∗ f, j ∈ Z. (A.1)

We now choose Ψ ∈ S such that

Ψ̂(ξ) = 1−
∞∑
j=0

Φ̂j(ξ), ξ ∈ Rd.

Then, for any ψ ∈ S,

Ψ ∗ ψ +
∞∑
j=0

Φj ∗ ψ = ψ

and hence

Ψ ∗ f +
∞∑
j=0

Φj ∗ f = f

in S ′ for any f ∈ S ′. We set

∆jf =

 0, if j ≤ −2,
Ψ ∗ f, if j = −1,
Φj ∗ f, if j = 0, 1, 2, · · · .

(A.2)

For notational convenience, we write ∆j for ∆̇j when there is no confusion. They
are different for j ≤ −1. As provided below, the homogeneous Besov spaces are
defined in terms of ∆̇j while the inhomogeneous Besov spaces are defined in ∆j .
Besides the Fourier localization operators ∆j , the partial sum Sj is also a useful
notation. For an integer j,

Sj ≡
j−1∑
k=−1

∆k,

where ∆k is given by (A.2). For any f ∈ S ′, the Fourier transform of Sjf is
supported on the ball of radius 2j and

Sjf ⇀ f in S ′.

In addition, for two tempered distributions u and v, we also recall the notion of
paraproducts

Tuv =
∑
j

Sj−1u∆jv, R(u, v) =
∑

|i−j|≤2

∆iu∆jv

and Bony’s decomposition, see e.g. [1],

u v = Tuv + Tvu+R(u, v).

In addition, the notation ∆̃k, defined by

∆̃k = ∆k−1 +∆k +∆k+1,

is also useful.

Definition A.1. For s ∈ R and 1 ≤ p, q ≤ ∞, the homogeneous Besov space Ḃs
p,q

consists of f ∈ S ′
0 satisfying

∥f∥Ḃs
p,q

≡ ∥2js∥∆̇jf∥Lp∥lq <∞.



28 FIRST-NAME1 LAST-NAME1 AND FIRST-NAME2 LAST-NAME2

An equivalent norm of the the homogeneous Besov space Ḃs
p,q with s ∈ (0, 1) is

given by

∥f∥Ḃs
p,q

=

[∫
Rd

∥f(x+ ·)− f(·)∥q
Lp(Rd)

|x|d+sq
dx

] 1
q

. (A.3)

Definition A.2. The inhomogeneous Besov space Bs
p,q with 1 ≤ p, q ≤ ∞ and

s ∈ R consists of functions f ∈ S ′ satisfying

∥f∥Bs
p,q

≡ ∥2js∥∆jf∥Lp∥lq <∞.

Many frequently used function spaces are special cases of Besov spaces. The
following proposition lists some useful equivalence and embedding relations.

Proposition A.3. For any s ∈ R,

Hs ∼ Bs
2,2.

For any s ∈ R and 1 < q <∞,

Bs
q,min{q,2} ↪→W s

q ↪→ Bs
q,max{q,2}.

For any non-integer s > 0, the Hölder space Cs is equivalent to Bs
∞,∞.

Bernstein’s inequalities are useful tools in dealing with Fourier localized function-
s. These inequalities trade integrability for derivatives. The following proposition
provides Bernstein type inequalities for fractional derivatives. The upper bounds
also hold when the fractional operators are replaced by partial derivatives.

Proposition A.4. Let α ≥ 0. Let 1 ≤ p ≤ q ≤ ∞.

1) If f satisfies

supp f̂ ⊂ {ξ ∈ Rd : |ξ| ≤ K2j},
for some integer j and a constant K > 0, then

∥(−∆)αf∥Lq(Rd) ≤ C1 2
2αj+jd( 1

p−
1
q )∥f∥Lp(Rd).

2) If f satisfies

supp f̂ ⊂ {ξ ∈ Rd : K12
j ≤ |ξ| ≤ K22

j}

for some integer j and constants 0 < K1 ≤ K2, then

C1 2
2αj∥f∥Lq(Rd) ≤ ∥(−∆)αf∥Lq(Rd) ≤ C2 2

2αj+jd( 1
p−

1
q )∥f∥Lp(Rd),

where C1 and C2 are constants depending on α, p and q only.

We now provide the proof of (2.7). By Proposition A.4,

∥Λsg∥Lp ≤
∑
k≥−1

∥Λs∆kg∥Lp = ∥Λs∆−1g∥Lp +
∑
k≥0

∥Λs∆kg∥Lp

≤ C ∥g∥Lp +
∑
k≥0

2−(σ−s)k∥Λσ∆kg∥Lp

≤ C ∥g∥Lp + C ∥g∥Ḃσ
p,p̃
.
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Finally we provide the definition of Sobolev-Slobodeckij space W̃ s,p. Let us
assume s ≥ 0 and 1 ≤ p ≤ ∞. When s ≥ 0 is an integer, the Sobolev norm is
standard, namely

∥f∥W s,p =
( ∑

|α|≤s

∥∂αf∥pLp

) 1
p

.

When s > 0 is a fraction, the norm in W̃ s,p is given by

∥f∥
W̃ s,p = ∥f∥W [s],p +

( ∑
|α|=[s]

∫
Rd

∫
Rd

|∂αf(x)− ∂αf(y)|p

|x− y|d+(s−[s])p
dxdy

) 1
p

.

We remark that, except for p = 2, W̃ s,p with this norm is different from the most
frequently used definition of Sobolev spaces of fractional order, or the Bessel poten-
tial space Lp

s (or sometimes denoted by W s,p or Hs
p) (see, e.g., [17, Chapter 1.3.1],

[26, p.13]). The norm in Lp
s is given by

∥f∥Lp
s
= ∥f∥Lp + ∥Λsf∥Lp .

W̃ s,p is closely related to Besov spaces (see, e.g., [26, 29]). In fact,

W̃ s,p ≈ Bs
p,p ↪→ Lp

s , 1 < p ≤ 2; Lp
s ↪→ Bs

p,p ≈ W̃ s,p, 2 ≤ p <∞.
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[24] C. Miao, J. Wu and Z. Zhang, Littlewood-Paley Theory and its Applications in Partial Dif-

ferential Equations of Fluid Dynamics, Science Press, Beijing, China, 2012 (in Chinese).
[25] S. Popel, A. Regirer and P. Usick, A continuum model of blood flow, Biorheology 11 (1974),

427-437.

[26] T. Runst and W. Sickel,Sobolev Spaces of fractional order, Nemytskij operators and Nonlinear
Partial Differential Equations, Walter de Gruyter, Berlin, New York, 1996.

[27] V. K. Stokes, Theories of Fluids with Microstructure, Springer, New York, 1984.
[28] R. Temam, Navier-Stokes Equations: Theory and Numerical Analysis, AMS Chelsea Pub-

lishing, American Mathematical Society, Rhode Island, 2000.
[29] H. Triebel, Theory of Function Spaces II, Birkhauser Verlag, 1992.
[30] L. Xue, Well posedness and zero microrotation viscosity limit of the 2D micropolar fluid

equations, Math. Methods Appl. Sci. 34 (2011), 1760-1777.

[31] K. Yamazaki, Global regularity of the two-dimensional magneto-micropolar fluid system with
zero angular viscosity, Discrete Contin. Dyn. Syst. 35 (2015), 2193-2207.

[32] Z. Ye and X. Xu, Global well-posedness of the 2D Boussinesq equations with fractional Lapla-
cian dissipation, J. Differential Equations 260 (2016), 6716-6744.

[33] B. Yuan, Regularity of weak solutions to magneto-micropolar fluid equations, Acta Math. Sci.
30B (2010), 1469-1480.

Received xxxx 20xx; revised xxxx 20xx.

E-mail address: bqdong@szu.edu.cn
E-mail address: jiahong.wu@okstate.edu
E-mail address: xjxu@bnu.edu.cn

E-mail address: yezhuan815@126.com


