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Dynamics of the iteration of a rational map

Suppose that ¢(z) € Q(z), degp > 2. The Fatou set F is the
largest open set on which the iterates of ¢ form a normal family
and the Julia set J is its complement.
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Dynamics of the iteration of a rational map

Suppose that ¢(z) € Q(z), degp > 2. The Fatou set F is the
largest open set on which the iterates of ¢ form a normal family
and the Julia set J is its complement.

Example: ¢(z) = 22, J = St, F = P}(C) \ St. Two attracting
basins make up the Fatou set, one around 0 and one around oc.
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Equidistribution of preimages

The preimages of any non-exceptional point equidistribute
according to a canonical measure along the Julia set.
Example: ¢(x) = z2, zg = 2. The preimages are:
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Equidistribution of preimages

The preimages of any non-exceptional point equidistribute
according to a canonical measure along the Julia set.
Example: ¢(x) = z2, zg = 2. The preimages are:
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Equidistribution theorems in arithmetic dynamics

Let ¢(z) € K(z), d = degp > 2, for a number field K/Q.
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Equidistribution theorems in arithmetic dynamics

Let ¢(z) € K(z), d = degp > 2, for a number field K/Q.

The dynamical height is the height associated to an adelic measure:
for every place v € Mk, there exists a probability measure p, , on
the (Berkovich) projective line P1(C,) such that hy, = hy,.
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Equidistribution theorems in arithmetic dynamics

Let ¢(z) € K(z), d = degp > 2, for a number field K/Q.

The dynamical height is the height associated to an adelic measure:
for every place v € Mk, there exists a probability measure p, , on
the (Berkovich) projective line P1(C,) such that hy, = hy,.

Equidistribution theorem (Baker-Rumely, Favre-Rivera-Letelier '06,

et al.): If o, is a sequence of distinct points in P1(K) such that
hy(cn) — 0, then the probability measures

1 w
K@) : K D T pen
zeGal(K/K)-«
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Equidistribution theorems in arithmetic dynamics

hy(an) =0 =

Example

(Bilu '97) If
©(z) = Z2, then
hy, = h and

do

= >\ =
p@;oo o 27T 51

K

[K(an) - K]

>

z€Gal(K/K)-ap

w
5z_>pgo,v‘
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Equidistribution theorems in arithmetic dynamics

1 w
h¢(an) -0 = W Z 52 _>p30,v.
e z€Gal(K/K)-an
Example
(Bilu '97) If
©(z) = Z2, then
hy, = h and
do
p@’ 27T 51

As an example, h(2'/") — 0, so for any f € C(P}(C)),

1 n—1

1
=N CFERYnTRINY o [ F(2) dAs(z) = | F(€2™) dt
23 / !
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Stochastic dynamical systems

Suppose we have a family S C Q(z) of rational maps (always
assume degree > 2) together with a probability measure v on S.
We think of v1(¢) as the likelihood of selecting the ¢ € S during a
random walk. Let v, = (¢1,...,¢n) € S" act as

Yn(a) = ppo---opi(a) and endow S” with the product measure
Vp=1V1 X -+ XU1.
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Stochastic dynamical systems

Suppose we have a family S C Q(z) of rational maps (always
assume degree > 2) together with a probability measure v on S.
We think of v1(¢) as the likelihood of selecting the ¢ € S during a
random walk. Let v, = (¢1,...,¢n) € S" act as

Yn(a) = ppo---opi(a) and endow S” with the product measure
Vp=1V1 X -+ XU1.

Theorem (Healey-Hindes '19, cf. Kawaguchi '07)

If the ¢ are height controlled in the sense that the constants
C, = sup,, |(deg p)h(a) — h(p(a))| are bounded, then

hs(a) = lim g 10n(@)
n—0o0~,csn  degyn

is a Weil height.
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Properties of the Stochastic Height

Compare stochastic height to the classical height:

) )

hs(Oé) B n||—>moo ,YHIEESn deg Yn h‘p(Oé) - nILrgo W
_ hs(p(a)) _ hy(p(a))

hs(0) = B g P = Cheg

hs(a) =0 <= Os(a) = {ya(a) : n >0, v, € §"} is finite.
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Properties of the Stochastic Height

Compare stochastic height to the classical height:

_ (<)) — im (@)
hs(Oé) n||—>moo ,YHIEESn deg Yn h‘p(Oé) - nILrgo W

_ hs(p(a)) _ hy(p(a))
hs(0) = B g P = Cheg

hs(a) =0 <= Os(a) = {ya(a) : n >0, v, € §"} is finite.

Unfortunately, {a € P(K) : hs(a) = 0} is infinite
= m PrePer(y) is infinite

p€eS
<= PrePer(yp) = PrePer(v) <= h, = hy, Vp,9 € S.
(Assume throughout v1(¢) > 0Vp € S.)
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Why so few points of low height?

Indeed, we have
{hs =0} C ﬂ PrePer(y) .
p€ES

Let's consider an example with S = {f, g} with f(z) = z2 — 2 and
g(z) = z%. Notice that PrePer(f) N PrePer(g) = {—1,0,1, ¢} but
f

limit under f,g O
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Why so few points of low height?

Indeed, we have
{hs =0} C ﬂ PrePer(y) .
p€ES

Let's consider an example with S = {f, g} with f(z) = z2 — 2 and
g(z) = z%. Notice that PrePer(f) N PrePer(g) = {—1,0,1, ¢} but
f

limit under f,g O

It follows that
{hs =0} ={-1,1,00} C PrePer(f) N PrePer(g) = {—1,0,1,00}.
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So are stochastic dynamics interesting?

Yes. Hinkkanen and Martin in '96 introduced the study of
dynamics for semigroups of rational functions and defined (in
P1(C)) the Fatou and Julia sets of a semigroup, like that
generated by S, but at first glance, the lack of an infinite set of
height zero points would seem to preclude too many interesting
equidistribution-type results, particularly those with an arithmetic
flavor.
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So are stochastic dynamics interesting?

Yes. Hinkkanen and Martin in '96 introduced the study of
dynamics for semigroups of rational functions and defined (in
P1(C)) the Fatou and Julia sets of a semigroup, like that
generated by S, but at first glance, the lack of an infinite set of
height zero points would seem to preclude too many interesting
equidistribution-type results, particularly those with an arithmetic
flavor.

But what about equidistribution of preimages?
Let's consider an example, S = {f, g} with v1(f) =11(g) =1/2

and f(z) = z% and g(z) = 2z2. For a starting point a € P1(Q),
how do we define ‘preimages’ here?
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From preimages to a random backwards orbit

S={f, g} vi(f) =w1(g) =1/2, f(z) = z? and g(z) = 22°.

—iv2 iv2 -v2 V2
S
I, T
— f _1g/2\g1 f ~1

f
= AN
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Random backwards orbit

Let Ag = 4. For z € P, let m,(z) denotes the multiplicity of ¢
at z, then

I DI S

wES zep~1(a)

eg 90
Note that we can define a pullback of measures for rational maps,

which satisfies (w)
. B my(w
co)= Y T,
wep~(z)

then

©*(An)

A ©*(Ao) .
deg ¢

1 =Es———= recursively define A, =
deg

Does A, ., equidistribute according to some measure? If so, what?
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Do we need to worry about multiplicities?

We really need to worry about multiplicities as we take backwards
orbits. Let's consider the example of the preimages of 0 under

o(z) =22 - 1.

2 1 \
. > s — /3
al 4 — L
-1 1 —V1-v2 Vi-v2 —V14V2 V142
with multiplicities:
2 2 1 1 1 1
If we have multiple maps in our family S, then it is not even
obvious prima facie that our limit measures won't charge individual
points.
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Distribution in our example

S={f,g}, ni(f)=11(g) =1/2, f(z) = 72 and g(z) = 272
What do the A, , look like?
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Distribution in our example

S={f,g} vni(f)=wi(g) =1/2, f(z) = 72 and g(z) = 272,
What do the A, , look like?
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Was that a fluke? Let's try a less trivial example

S ={f,g}, n(f) =ri(g) =1/2, f(z) = 22 —29/16 and
g(z) = z2 — 1. What do the A, look like?
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Was that a fluke? Let's try a less trivial example

S ={f,g}, n(f) =ri(g) =1/2, f(z) = 22 —29/16 and
g(z) = z2 — 1. What do the A, look like?
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Well what about a rational function?

S={f,g} vni(f)=wi(g) =1/2, f(z) = z2 and glz)=z-1/z.
What do the A, , look like?
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Well what about a rational function?

S={f,g} vni(f)=wi(g) =1/2, f(z) = z2 and glz)=z-1/z.
What do the A, , look like?
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What about more than two functions?

S = {fag’ h}v Vl(f) = 07, Vl(g) - 0-2,V1(h) = 01,
f(z) = —2z°+ 32 and g(z) = z° — z, . What do the
Ap o look like?
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What about more than two functions?

S={f,g,h}, vi(f) =0.7,11(g) = 0.2,11(h) = 0.1,
f(z) = —27% 4+ 322 and g(z) = 72—z h(z) = 72, What do the
Ap o look like?
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Shifting the odds?

S={f,g,h}, vi(f) =0.1,11(g) = 0.2,11(h) = 0.7,
f(z) = =223 +32% and g(z) = 2% — z, h(z) = z°>. What do the
Ap o look like?
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Ok, well, what about four maps?

S={222-322+1,2° — z, ,2°}, n(f) =1/4Vf € S.
What do the A, , look like?

f’”\wﬁ
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Ok, well, what about four maps?

S={22%-322+1,22 - z,2> + 72,2}, n(f) = 1/4Vf € S.
What do the A, look like?
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Alright, back to math...

Let's briefly recall the potential theoretic construction of the
dynamical height. Say we have—
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Alright, back to math...

Let's briefly recall the potential theoretic construction of the
dynamical height. Say we have—

OK OK, maybe just ONE more...
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| promise this is a math talk

S={f,g}, n(f) =n(g) =1/2, f(z) = 2(z - 1/3)> + 1/3 and
g(z) = z2. What do the A, look like?
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| promise this is a math talk

S=1{f,g}, vri(f) =1(g) =1/2, f(z) =2(z — 1/3)?> + 1/3 and
g(z) = z2. What do the A, look like?
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So what should we be proving here?

These pictures are highly suggestive that there really is something
nontrivial to prove here. If our set S is finite and everything is
defined over a number field K, then:

m There is an adelic measure p = (py)vem, and an associated
height function h, such that hs = h,,.

m Random backwards orbits are equidistributing according to p
at every place of K. In some sense, hs(An o) — 0.
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defined over a number field K, then:

m There is an adelic measure p = (py)vem, and an associated
height function h, such that hs = h,,.

m Random backwards orbits are equidistributing according to p
at every place of K. In some sense, hs(Ap.q) — 0.

Note the Healey-Hindes paper extended the results of Kawaguchi
in two directions: it allowed the family S to be infinite, and it
allowed for different probability measures 11 on S.
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So what should we be proving here?

These pictures are highly suggestive that there really is something
nontrivial to prove here. If our set S is finite and everything is
defined over a number field K, then:

m There is an adelic measure p = (py)vem, and an associated
height function h, such that hs = h,,.

m Random backwards orbits are equidistributing according to p
at every place of K. In some sense, hs(An o) — 0.

Note the Healey-Hindes paper extended the results of Kawaguchi
in two directions: it allowed the family S to be infinite, and it
allowed for different probability measures 11 on S. Both still
require everything to be defined over a single base number field for
most results. What if for S infinite, we want to allow the field of
definition to grow as well? Note that for S infinite, the backwards
orbit A, has infinite support even for n = 1!
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The main new construction: Generalized adelic measures

In order to allow for an infinite family S C Q(z) without assuming
the field of definition is of finite degree over the rationals we need
extend the current way we work with heights. A brief overview of
the inspiration:

Favre and Rivera-Letelier '06 introduced the notion of adelic
measures. These have a finite number of ‘bad’ places, where
they local height is allowed to differ from the standard height,
but it must admit a continuous potential with respect to the
standard measure at each place. They proved an extremely
general equidistribution theorem for these heights.

Mavraki and Ye '17, while studying parametrized families of
rational maps, discovered that the associated heights failed to
be adelic: they differed from the standard measure at infinitely
many places; but in a controlled fashion. They introduced the
notion of a quasi-adelic measure, and proved these were still
Weil heights and one could prove equidistribution.
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The main new construction: Generalized adelic measures

We introduced the notion of a generalized adelic measure, and
proved the standard results: our measures define Weil heights, and
we proved an equidistribution theorem for points of low height. In
fact, our proof works not just for heights of single algebraic
numbers, but for arbitrary discrete probability measures on P(Q),
definining a notion first for when such measures have finite height.
We then proved that:

Theorem (Doyle, F., Tobin '21)

Suppose S C Q(z) and v is a probability measure on S and the
family is L* height controlled. Then there exists a generalized
adelic measure ps such that hs = h,,. Further, for almost every
place y of Q, and any o € PY(Q) which is not exceptional for S,
the random backwards orbit measures A, ., equidistribute
according to ps,,.
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Background on heights and adelic measures

Let's briefly recall the potential theoretic construction of the
dynamical height. Say we have a rational map

o(z) =f(z)/g(z) € K(z). For each v € Mk the standard measure
is given on P1(C,) by the equilibrium measure of unit disc:

do .

— if v|oo
>\V = 27T s1

0¢on if v{oo

When ¢ has good reduction at v, p,, = Ay.
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is given on P1(C,) by the equilibrium measure of unit disc:
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— if v|oo
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When ¢ has good reduction at v, p,, = Ay.

Recall the standard height is

Z [ QV] logt|al, and Alogt|z|, =
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Background on heights and adelic measures

Let's briefly recall the potential theoretic construction of the
dynamical height. Say we have a rational map

o(z) =f(z)/g(z) € K(z). For each v € Mk the standard measure
is given on PY(C,) by the equilibrium measure of unit disc:

do .

— if v|oo
>\V = 27T s1

0¢on if v{oo

When ¢ has good reduction at v, p,, = Ay.

Recall the standard height is (take Laplacian on the whole line)

h(a) = Z W logt ||, and Alog™|z|, = A\ — 0o

ve MK
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Background on heights and adelic measures

Then if p(z) = f(z)/g(z), we let

g1.(2) = log max{|f(z)|, ,|g(2)],} — log™ |2|, + C

deg o
¢*(AV)
eg

A(goyp) =" (Ag)

For the dynamical height associated to ¢, this leads to the
telescoping series construction:

satisfies Agy,, = — Av. We can get further pullbacks using

the formula:

0 n
B 81v o

gV(Z) - s (deg SD)n

yields Ag, = pyv — Ay.

Notice that g, : P}(C,) — R is continuous.
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The height associated to an adelic measure

We say (py)vem, is an adelic measure if
For all but finitely many v, p, = A, is the standard measure.

For each v there is a continuous g, : P}(C,) — R with
Agy, = pv — Av.
If we define the energy pairing

(o) =[] ~log |z — wl, dp(z) do(w)
AlxAl\Diag,

then we can define [a]x = m Y 26Gy-a 02 @nd
1

hp(a) = 5 Z Nv(pv - [CV]K;PV - [a]K)V
veMg

where N, = [K, : Q,]/[K : Q].
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How can we extend for an infinite degree base field?

Gubler in 1997 and later Allcock and Vaaler in 2009 introduced a
way to write the height as an integral over all places of Q for a
certain measure which naturally keeps track of the ‘local over
global degree’ factors which normalize the height.

The fundamental idea is similar to that used in forming the
absolute Galois group: a place of Q is actually an element of the
projective limit of the space of places for all number fields K ¢ Q
partially ordered by inclusion. Over any single prime p of Q, the
set of places in a number field K lying over p, M ,, is finite:

Y(Q7 P) = IH MK,p
K/Q

Then Y = Upep, Y(Q,p). Let Y(K,v)={y e Y y|v}
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Measure 1. on the places of Q

Let K = Q(a), @® —2 =0, and L = K(3) a cubic extension of K
generated by 33 4 2a8 — 1 = 0. How does the place co of Q split
in K and L?

A A A

I y y
t 1 1

Y(Lv1) Y(L,v2) Y(Lwi) Y(Lw2) Y(Lws)
=5 n=1/3 n=s o H=g o B=g

I

Y(Kv), u=1/2 Y(Kw), u=1/2

Y(Q,00), p=1
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Let K =Q(a), a® —2 =0, and L = K(3) a cubic extension of K
generated by 33 4+ 2a8 — 1 = 0. How does the place co of Q split
in K and L?

A A A
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Two places of K, corresponding to v : a — V2and w:a— —/2.
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Measure 12 on the places of Q

Let K = Q(a), o® —2 =0, and L = K(3) a cubic extension of K
generated by 33 4 2a8 — 1 = 0. How does the place co of Q split
in K and L?

A A A

Y(Lwvi)  Y(Lw)  Y(Lw) Y(Lwa) Y(Lws)

Y(Kv), p=1/2 Y(Kw), p=1/2

Y(Q,00), p=1

Two places of K, corresponding to v : a +— V2and w:ar— —/2.
Note that 3 has 4 real roots and 1 complex conjugate pair of
roots. The complex pair of roots occurs over v.
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Measure 1. on the places of Q

A A A
Y(Lw)  Y(Lw)  Y(Lw) Y(Lw) Y(Lws)
p=1 p=1/3 p=l  p=l =l
Y(Kv), u=1/2 Y(Kw), u=1/2
Y(Q,00), p=1
K Q)] 1

w(Y(K,v)) = wKog 2 while

[L,:Q,] [C:R] 2 1

nY(Lv)) == “-q 6 6
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Measure 1. on the places of Q

A A A

Y(Lw)  Y(Lw) | Y(Lw) 'Y(L,vlvg') Y (Lws)

Vi
p=1 u=1/3 p=l =l =l
Y(Kv), u=1/2 Y(Kw), u=1/2

Y(Q,00), p=1

W(Y(K,v)) = W = 2. whil

_[L,:Qp] _[C:R] 2 1
In general, the extension formula guarantees:
Ko Q)] _
VEEA;K [K: Q]
vip
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Height as an integral over Y

= [}[<K %]V] log™ |al, :/Ylog+ ey duly).
veEMy

The height for a (generalized) adelic measure p then becomes:

i) =5 [ (o = dnspy =) ().

Or, more generally, for a discrete probability measure A on P1(Q),

hp(a) = ;/y(ﬂy — A, py — A)y du(y).

30/36



So... what is a generalized adelic measure?

We say that (p,),cy is a generalized adelic measure if:

(Continuous potentials almost everywhere) For every rational
prime p, there is a measurable function
g: Y(Q,p) x PY(C,) — R such that for u-a.e. y,
gy(z) = g(y,z) : PY(Cy) — R is continuous and
Ag,(z) = py — Ay, and

(L' height controlled) For every y € Y, we normalize so that
gy(00) =0 and let

Cly)= sup |gy(2)]
ZEPI(CV)

or C(y) = oo if we don't admit a continuous potential, then
C e LY(Y).
If p is defined over a single number field, then this is equivalent to
being a quasi-adelic measure.
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Equidistribution for generalized adelic measures

We prove the following:

Theorem (Doyle, F., Tobin '21)

Let p be a generalized adelic measure. Then h, is an essentially
positive Weil height, that is, h, = h+ O(1) and {h, < —e} is
finite for every € > Q0.

Theorem (Doyle, F., Tobin '21)

If A, is a sequence of discrete probability measures on P*(Q) such
that h,(Ap) — 0 and A, is well-distributed, then for pi-almost
every place y, we have A, — p, in the sense of weak convergence
of measures.

We say A, is well-distributed if Zze]}”l(@) An(z)? — 0. This
replaces conditions like ‘the degrees of a, tend to infinity.’
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GAMs associated to stochastic families

We prove that if (S,v1) is L' height controlled, then hs = hp.s
where we define pg via:

@*(Ay)
deg

Agyy = — Ay Coly) = sgp 84,y (2)]

81y(z) = Esgyy(z) = Z v1()8p,y(2),
p€EeS

g1, (n(2))

gn+1,y(z) = E%ES" deg('y )
n

oo
8sy(z) = Zgn,y(z) and  Agsy =psy — Ay
n=1

The family is L1-height controlled if EsC,(y) € L(y).
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An example of a generalized but not quasi-adelic measure

Let 7, \( 6o be Salem numbers, where 6y is the positive root of
x3 — x — 1, with rapidly rising degree, say [Q(7,) : Q] > 3". Let
ap = Qg {on(z) = apz? : n € N}, and v1(p,) = 1/2".
The idea: what do the valuations of 7 look like over co?
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An example of a generalized but not quasi-adelic measure

Let 7, \( 0o be Salem numbers, where 6 is the positive root of
x3 — x — 1, with rapidly rising degree, say [Q(7,) : Q] > 3". Let
ap = 72U 5 — £, (2) = apz? : n € N}, and () = 1/2".
The idea: what do the valuations of 7 look like over co?

The Borel-Cantelli lemma says that for p-a.e. y € Y(Q, o), at
most finitely [an|, # 1. One can show (S, 1) is L! height
controlled and defines a generalized adelic measure.
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Back to our initial example

Recall our initial example:

S={f, g} vi(f)=wn(g) =1/2, f(z) = 2°
and g(z) = 2z°. What is ps?
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Back to our initial example

Recall our initial example:

S={f.g} n(f)=r(g)=1/2 f(z) = 2
and g(z) = 2z2. What is ps?
dr df
. — if1/2<r<
dps.so(re’’) = { rlog22r f1/2srs1,
0 otherwise.

Jsco = {1/2 < |2| <1}
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Back to our initial example

Recall our initial example:

S={f.g} n(f)=r(g)=1/2 f(z) = 2
and g(z) = 2z2. What is ps?
dr df
. — if1/2<r<
dps.so(re’’) = { rlog22r f1/2srs1,
0 otherwise.

Jsco = {1/2 < |2| <1}

While Js 2 = [Co,1, Co,2] with While ps , = Ap

for all p # 2, .
K f1<x<2

dpsa(x) = xlog?2
0 otherwise.
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Thank you!

Thank you all for listening, and thanks to the organizers, Khoa,
Tom, and Jason, for organizing this conference!
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Thank you all for listening, and thanks to the organizers, Khoa,
Tom, and Jason, for organizing this conference!

Ok, | can't help it, one more: S = {z + 72,z — 22}, v1(f) = 11(g)

36/36



